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Abstract

These are some extended lecture notes for the course Selected Topics
in Analysis - Topics in Analytic Number Theory taught in the winter term
2020/21 at the university of Bonn. Attention: This manuscript probably
contains many misprints and inaccuracies. For personal use only!

This course is concerned with randomness in the primes. More pre-
cisely, we study the distribution of primes in long and short intervals covering
some milestone results in the theory around prime numbers. We will not fur-
ther motivate this endeavour and suggest anyone who feels the need for further
motivation to take another course.

These lectures are inspired by essentially two courses on analytic number
theory the author took at the university of Göttingen. The first being an in-
troductory course to the topic taught by Prof. V. Blomer. The second was
an advanced course on several aspects of prime numbers taught by Prof. J.
Brüdern. The latter contained the infamous theorem on primes in short inter-
vals due to Maier, which is the main highlight of this course.

This course however, whose formal title is Selected Topics in Analysis -
Topics in Analytic Number Theory, features only one lecture per week for
approximately 13 weeks. To further complicate things the author wishes not
to assume any number theoretic pre-requests. Thus the challenge is to teach a
course culminating in Maier’s theorem starting from the basics. The approach
taken to this adventure can be seen as an experiment.

Note that we will only prove the main theorems, the highlights of the lecture
so to speak, at the very end. We will however announce it as soon as we have
developed enough theory to prove them and encourage the interested reader to
perform the proof as an exercise. We must warn the reader that we expect a
solid knowledge of standard complex analysis. We will use deep results such
as the residue theorem, Cauchy’s Integral Formula, Jensens Formula, Stirling’s
approximation and the Weierstrass Product Expansion without further expla-
nations. We end this short introduction by providing a literature list as well as
an overview over the content of this course.
Some literature suggestions:

• A good (german) introduction to complex analysis is provided in [2]

• A thorough (german) introduction to analytic number theory, which con-
tains large parts of the material presented here is [1]

• The (classical) go-to reference for everything evolving around the Riemann
zeta function is [10].
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• A great overview over almost every aspect of analytic number theory is
given in [6].

• A particular treat are the 10 lectures given in [9].

• The original treatment of Maier’s theorem about primes in short intervals,
[8], is impossible to improve.
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Three Pictures

Before starting let us look at 3 pictures. The first picture contains the graph of
f(x) = x

log(x) in red and the ]{x < p ≤ 2x} in blue:

Indeed the Prime Number Theorem (PNT) predicts that

π(x) = ]{p ≤ x} =
x

log(x)
+ E(x)

with E(x) = o( x
log(x) ). This implies that

]{x < p ≤ 2x} = π(2x)− π(x) =
2x

log(2x)
− x

log(x)
+ E(2x)− E(x) ∼ x

log(x)
.

This motivates the choice for f(x) in the picture above. Note that Legendre
(1798/1808) conjectured that π(x) = x

log(x)+A(x) or π(x) = x
A log(x)+B . This was

based on some numerical work. However already earlier (1792-93 unpublished)
Gauß conjectured that

]{p ∈ [a, b]} ∼
∫ b

a

dx

log(x)
.

This was included later in a letter to Encke. Note that the tables of prime
numbers Gauß produced throughout his live cover a wider range than
the one pictured above! The experiments made by Gauß and Legendre
started the quest of proving the Prime Number Theorem. Let us mention some
highlights of this journey. It was shown by Tschebyscheff (1851-52) that

C1 ≤ lim inf
π(x)

x/ log(x)
≤ 1 ≤ lim sup

π(x)

x/ log(x)
≤ C2.

Riemann (1960) linked the distribution of primes to the zeros of the famous
Riemann zeta function ζ(s). Finally Hadamard and (independently) de la Valle
Poussin (1896) proved the Prime Number Theorem with an error bound

E(x)� xe−c log(x)
1
14 .
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A key ingredient in their proof is a zero-free region for the Riemann zeta func-
tion. Note that the error term can be slightly improved. The current record,
based on the Vinogradov-Korobov zero-free region, is

E(x)� x exp

(
−c′ log(x)

3
5

log log(x)
1
5

)
.

Nowadays several proofs of the Prime Number Theorem are known including
some elementary ones. The first such proof was found in 1948 by A. Selberg
and P. Erdös.

One observes that better control on the error E(x) in the Prime Number
Theorem allows to predict the number of primes in shorter intervals. This leads

us to the second picture. We plot f(x) =
√
x

log(x) in red and ]{x < p ≤ x+
√
x}

in blue:

Indeed assuming the Riemann Hypothesis, which states that all non-trivial zeros

of ζ(s) have real part 1
2 , one can show that π(x + x

1
2 +ε) − π(x) ∼ x

1
2
+ε

log(x) . This

motivates the choices made in the picture. Note that unconditionally Huxley
(based on work of Hoheisel and Ingham) showed that

π(x+ x
7
12 +ε)− π(x) ∼ x

7
12 +ε

log(x)
.

Allowing some exceptional x one can do even better. Indeed, one obtains π(x+

x
1
6 +ε)− π(x) ∼ x

1
6
+ε

log(x) for almost all x.

Assuming the Riemann Hypothesis Selberg pushed the so far mentioned

results even further. He showed that π(x + Φ(x)) − π(x) ∼ Φ(x)
log(x) for almost

all x as long as Φ(x)
log(x)2 → ∞. This brings us to the final picture which shows

f(x) = log(x) in red and ]{x < p ≤ x+ log(x)2} in blue:
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Here it becomes obvious that the ranges we are considering are to small to
produce informative pictures. Anyway one can ask if Selberg’s just mentioned
result is actually true for all x (sufficiently large) without any exceptions. This
question was answered by Maier and we are aiming to present his argument at
the end of this course.
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1 Part 1: The basics

In this first part we lay the ground work for later chapters. We will start with
an elementary proof of the prime number theorem (without error term) even
though historically such a proof came much later. We further discuss some
properties of the sieve of Eratosthenes. In the end we discuss some analytic
preliminaries.
Notation: We write f(x) = O(g(x)) (formally correct would be f(x) ∈ O(g(x)))
when there are C, x0 > 0 such that |f(x)| ≤ C |g(x)| for all x ≥ x0. A stronger
statement is f(x) = o(g(x)) (or f(x) ∈ o(g(x))), which means that for all C > 0
there is x0 > 0 such that |f(x)| ≤ C |g(x)| for all x ≥ x0. This can be rephrased
in terms of limits as follows:

f(x) = O(g(x))⇔ lim sup
x→∞

∣∣∣∣f(x)

g(x)

∣∣∣∣ <∞ and f(x) = o(g(x))⇔ lim
x→∞

∣∣∣∣f(x)

g(x)

∣∣∣∣ = 0.

We will often encounter expressions like f(x) = g(x) + O(h(x)) (resp. f(x) =
g(x) + o(h(x))) meaning f(x)− g(x) = O(h(x)) (resp. f(x)− g(x) = o(h(x))).
Further we use the standard abbreviation f(x) � g(x) for f(x) = O(g(x)).
Finally let us introduce f(x) � g(x) (resp. f(x) ∼ g(x)), which means f(x)�
g(x)� f(x) (resp. f(x) = g(x)(1 + o(1)) = g(x) + o(g(x)).

The letter p is usually reserved for prime numbers and the set N of natural
numbers does not contain 0. We write (n,m) for the greatest common divisor
(gcd) of m,n ∈ N.

1.1 Arithmetic functions, convolution and partial summa-
tion

A function f : N → C is called an arithmetic function. We write A for the
set of all arithmetic functions. We equip A with point wise addition and define
the (Dirichlet) convolution

[f ? g](n) =
∑
m|n

f(m)g(
n

m
) for f, g ∈ A.

We obtain a commutative ring (A,+, ?) with identity element

η(n) =

{
1 if n = 1,

0 else.

One can check that f ∈ A is invertible if and only if f(1) 6= 0.
We call an arithmetic function f ∈ A multiplicative if it is non-trivial

and satisfies f(nm) = f(n)f(m) for all n,m ∈ N with (n,m) = 1. We say
f is completely multiplicative if f(nm) = f(n)f(m) for all n,m ∈ N. A
direct consequence of the definition is that a multiplicative arithmetic function
f satisfies f(1) = 1. In particular such an f is invertible. Furthermore, the
inverse of a multiplicative arithmetic function as well as the convolution of two
multiplicative arithmetic functions are also multiplicative.

The identity η is a first obvious example of a completely multiplicative arith-
metic function. Another straight forward one is the constant one function
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ε(n) = 1 for all n ∈ N. The most common completely multiplicative arith-
metic functions appearing in practice are Dirichlet characters. These are lifts of
characters

χ : (Z /N Z)× → S1

to Z by χ(m) = δ(m,N)=1 · χ(m + N Z). We call N the modulus of χ. As a
consequence of elementary group theory one has the orthogonality relations:

1

ϕ(q)

∑
χ mod q

χ(a)χ(n) = δn≡a mod q for (a, q) = 1.

Important examples for multiplicative arithmetic functions include the Möbius
function µ = ε−1. Recursively one obtains

µ(n) =


1 if n = 1,

(−1)k if n = p1 · . . . · pk is square-free with k distinct prime factors,

0 else.

Other important multiplicative arithmetic functions are σk(n) = ε?(idk), d(n) =
σ0(n) and ϕ(n) = µ ? id. The von Mangoldt function given by

Λ(n) =

{
log(p) if n = pk for p prime and k ∈ N,
0 else

(1)

is very important but not multiplicative.
Note that in order to define a multiplicative function it is enough to spec-

ify its values on prime powers. Similar one can define completely multiplica-
tive functions by defining their values on primes. We use this and define the
completely multiplicative functions vy and uy by setting vy(p) = 1[1,y](p) and
uy(p) = 1 − vy(p). To get used to the convolution product let us state the
following fundamental identities.

Lemma 1. We have

vy ? uy = ε, (µ · vy) ? ε = uy, (µ · vy) ? (µ · uy) = µ,

Λ ? µ = −(µ · log), and (vy · Λ) ? (vy · µ) = −(vy · µ · log).

Proof. The first equality is easily checked on prime powers:

[vy ? uy](pr) =
∑

0≤k≤r

vy(pk)uy(pr−k) =

{
vy(1)uy(pr) if p > y,

vy(pr)uy(1) if p ≤ y
= 1 = ε(pr).

For the second we write

[(µ · vy) ? ε](pr) =

r∑
k=0

vy(pk)µ(pk) = 1− vy(p) = uy(p) = uy(pr).

The third equation is easily seen to hold in the same fashion.
To see the first equality we observe that Λ ? ε = log. By Möbius inversion

this yields
Λ = µ ? log = −µ log ?ε.

The claimed equality follows since µ = ε−1. The final equality follows directly
from the fourth, because vy is completely multiplicative.
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One often encounters sums of arithmetic functions. We introduce the nota-
tion

Sf (y, x) =
∑

y≤n≤x

f(n),

for f ∈ A. Due to their importance we highlight the functions

π(x) = SχP (1, x), ψ(x) = SΛ(1, x) and M(x) = Sµ(1, x).

Here χP is the indicator function on the primes.
The following two Lemmata are an essential piece in the toolkit of an analytic

number theorist.1

Lemma 2 (Partial summation). Let y ∈ N and x ∈ R with y < x. For
g ∈ C1([y, x]) we have∑

y≤n≤x

f(n)g(n) = Sf (y, x)g(x)−
∫ x

y

Sf (y, z)g′(z)dz.

Proof. Using the fundamental theorem of calculus we get

Sf (y, x)g(x)−
∑

y≤n≤x

f(n)g(n) =
∑

y≤n≤x

f(n)(g(x)− g(n))

=
∑

y≤n≤x

f(n)

∫ x

n

g′(ξ)dξ =

∫ x

y

g′(ξ)
∑

y≤n≤ξ

f(n)dξ.

Lemma 3 (Möbius inversion). Let f : R+ → C be a complex valued function
and P ∈ A be completely multiplicative. Then we have

k(x) =
∑
n≤x

P (n)f(
x

n
) and f(x) =

∑
n≤x

µ(n)P (n)k(
x

n
).

Proof. We compute∑
n≤x

µ(n)P (n)k(
x

n
) =

∑
n≤x

µ(n)P (n)
∑
m≤ xn

P (m)f(
x

mn
)

=
∑
mn≤x

µ(n)P (mn)f(
x

mn
)

=
∑
c≤x

P (c)f(
x

c
)
∑
d|c

µ(d) = f(x)P (1) = f(x).

A similar computation shows how to recover k from f .

Exercise 1. Prove the asymptotic∑
p≤x

log(p)

p
= log(x) +O(1). (2)

1Arguably partial summation is the most important tool after the Cauchy-Schwarz in-
equality.
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Hint: One can use Stirling’s approximation in the form

log(n!) = n log(n)− n+O(log(n))

and the elementary observation

n! =
∏
p≤n

pe(p) =⇒ e(p) =
∑
k≥1

⌊
n

pk

⌋
.

Solution. We write

log(n!) =
∑
p≤n

e(p) log(p) =
∑
p≤n

∑
k≥1

⌊
n

pk

⌋
log(p) =

∑
p≤n

⌊
n

p

⌋
log(p) + E1.

The error can be estimated as follows

E1 =
∑
p≤n

∑
k≥2

⌊
n

pk

⌋
log(p) ≤ n

∑
p≤n

log(p)
∑
k≥2

1

pk
= n

∑
p≤n

log(p)

p(p− 1)
= O(n).

Using Stirling’s approximation yields∑
p≤n

⌊
n

p

⌋
log(p) = n log(n) +O(n).

We can remove the Gauß brackets and obtain

n
∑
p≤n

log(p)

p
=
∑
p≤n

(⌊
n

p

⌋
+O(1)

)
log(p) = n log(n) +O(ψ̃(n) + n).

Thus we still need an estimate for ψ̃(x) =
∑
p≤x log(p).2 This is obtained as

follows:

ψ̃(2n)− ψ̃(n) =
∑

n<p≤2n

log(p) ≤
∑
p≤2n

(⌊
2n

p

⌋
− 2

⌊
n

p

⌋)
log(p)

= 2n log(2n)− 2n log(n) +O(n) = O(n).

With this at hand we can estimate

ψ̃(x) ≤
∞∑
i=1

∣∣∣ψ̃(
x

2i−1
)− ψ̃(

x

2i
)
∣∣∣� x

∞∑
i=1

2−i � x

and the proof is complete.

2Note that ψ(x) = ψ̃(x) +
∑

r≥2,
pr≤x

log(p).
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1.2 An elementary proof of the prime number theorem

Besides proving the prime number theorem, which is a mile stone in the field,
we will learn a handful of tricks we will frequently use later on. The approach
we take is termed the convolution method and was developed in [4, 3].

Lemma 4. We have

lim
x→∞

Suy (1, x)

x
=
∏
p≤y

(
1− 1

p

)
.

Proof. We compute

Suy (1, x)

x
=

1

x

∑
n≤x

[(vy · µ) ? ε](n)

=
1

x

∑
n≤x

∑
m|n

vy(m)µ(m)

=
∑
n≤x

vy(n)µ(n)

n
· n
x

∑
m≤ xn

1

=
∑
n≤x

vy(n)µ(n)

n
· n
x

⌊x
n

⌋
.

Taking the limit yields

lim
x→∞

Suy (1, x)

x
=
∑
n≥1

vy(n)µ(n)

n
.

It is important to note that the remaining sum is finite. Indeed, if we set
S(y) = {n : �− free with p | n =⇒ p ≤ y}, then

lim
x→∞

Suy·µ(1, x)

x
=

∑
n∈S(y)

µ(n)n−1 =
∏
p≤y

(
1− 1

p

)
.

Lemma 5. We have

lim sup
x→∞

|M(x)|
x

≤
∏
p≤y

(
1− 1

p

)∫ ∞
1

∣∣Svy·µ(1, t)
∣∣

t2
dt.

Proof. We start by observing

M(x) =
∑
n≤x

[(µ · uy) ? (µ · vy)](n)

=
∑
n≤x

∑
m|n

uy(m)µ(m)vy(n/m)µ(n/m)

=
∑
n≤x

uy(n)µ(n)
∑
m≤ xn

vy(m)µ(m)

=
∑
n≤x

uy(n)µ(n)Svy·µ(1,
x

n
).
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We now write

S(y) ∪ {∞} = {1 = d1 < d2 < . . . < dk < dk+1 =∞}.

Note that if x
dj+1

< n ≤ x
dj

, then Svy·µ(1, xn ) = Svy·µ(1, dj), for j = 1, . . . , k. We
get

M(x) =

k∑
j=1

Svy·µ(1, dj)
∑

x
dj+1

<n≤ x
dj

uy(n)µ(n).

We get the estimate

lim sup
x→∞

|M(x)|
x

≤
k∑
j=1

∣∣Svy·µ(1, dj)
∣∣ lim
x→∞

1

x

∑
x

dj+1
<n≤ x

dj

uy(n)

=
∏
p≤y

(
1− 1

p

) k∑
j=1

(
1

dj
− 1

dj+1

) ∣∣Svy·µ(1, dj)
∣∣

=
∏
p≤y

(
1− 1

p

)∫ ∞
1

∣∣Svy·µ(1, t)
∣∣

t2
dt.

Lemma 6. For y ≥ 2 and t ≥ 1, we have∣∣Svy·µ(1, t)
∣∣ log(t) ≤

∑
n≤t

vy(n)Λ(n)

∣∣∣∣Svy·µ(1,
t

n
)

∣∣∣∣+
∑
n≤t

vy(n) log(
t

n
).

Proof. The proof only uses a convolution identity and the triangle inequality.
Indeed

∣∣Svy·µ(1, t)
∣∣ log(t) ≤

∣∣∣∣∣∣
∑
n≤t

vy(n)µ(n) log(n)

∣∣∣∣∣∣+

∣∣∣∣∣∣
∑
n≤t

vy(n)µ(n) log(
t

n
)

∣∣∣∣∣∣
≤

∣∣∣∣∣∣
∑
n≤t

[(vy · Λ) ? (vy · µ)](n)

∣∣∣∣∣∣+
∑
n≤t

vy(n) log(
t

n
).

The claim follows by opening the convolution and interchanging summation:∑
n≤t

[(vy · Λ) ? (vy · µ)](n) =
∑
n≤t

vy(n)
∑
m|n

Λ(m)µ(
n

m
)

=
∑
m≤t

vy(m)Λ(m)
∑
m|n

vy(
n

m
)µ(

n

m
)

︸ ︷︷ ︸
=Svy·µ(1, tm )

.

We define an auxiliary function

k(u) =

∫ ∞
0

exp

(
−ux+

∫ ∞
0

1− e−t

t
dt

)
dx,
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for u > 0. This function is positive, monotone decreasing and we make the
following claim.

Claim: We have uk(u)−
∫ u+1

u
k(x)dx = 1 for all u > 0.

To see this we set f(x) =
∫∞

0
1−e−t
t dt. Note that by the fundamental theorem

of calculus we have f ′(x) = 1−e−x
x . We compute∫ u+1

u

k(x)dx =

∫ ∞
0

ef(x)

∫ u+1

u

e−xzdzdx =

∫ ∞
0

e−uxf ′(x)ef(x)dx

= −1 + u

∫ ∞
0

e−ux+f(x)dx = −1 + uk(u).

In the second to last step we applied by partial integration.

We rescale k by setting

Hy(t) =
1

log(y)
k

(
log(t)

log(y)

)
.

Note that after a change of variables our claim produces the identity

Hy(t) log(t)−
∫ yt

t

Hy(x)

x
dx = 1. (3)

By partial summation and (2) we find the formulae∑
p≤y

Hy(pt)
log(p)

p
=

∫ yt

t

Hy(v)

v
dv +O(Hy(y)) for t ≥ y and (4)

∑
y
t<p≤t

Hy(pt)
log(p)

p
=

∫ yt

y

Hy(v)

v
dv +O(Hy(y)) for t > 1. (5)

Let us present the details only for (4) as the second formula follows similarly.
One starts from∑
p≤y

Hy(pt)
log(p)

p
= Hy(yt)

∑
p≤y

log(p)

p
−
∫ y

1

d

dz
Hy(zt)

∑
p≤z

log(p)

p
dz

= log(y)Hy(yt)−
∫ y

1

log(z)
d

dz
Hy(zt)dz +O

(
|Hy(yt)|+

∫ y

1

∣∣∣∣ ddzHy(zt)

∣∣∣∣ dz) .
By partial integration and a change of variables we have

log(y)Hy(yt)−
∫ y

1

log(z)
d

dz
Hy(zt)dz =

∫ yt

t

Hy(v)

v
dv.

Thus we have to treat the O(. . .)-term. Obviously we have Hy(yt) ≤ Hy(y).
The integral can be treated trivially after observing that

d

dz
Hy(zt) =

1

z log(y)2
k′
(

log(zt)

log(y)

)
= −

2k
(

log(zt)
log(y)

)
− k

(
log(zt)
log(y) + 1

)
z log(zt) log(y)

� Hy(y)

z log(zt)
.

Here we used the differential equation uk′(u) = k(u+ 1)− 2k(u) satisfied by k.
This follows by differentiating the equality in the claim above.
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Lemma 7 (Mertens+ε). We have∏
p<x

(
1− 1

p

)
∼ 1

C log(x)
. (6)

Furthermore, ∫ 2

1

k(u)(2− u)du = C − 1.

Proof. We start by showing that there is a constant C such that (6) holds. We

write
∑
p<x

log(p)
p = log(x) + R(x) with R(x) � 1. By partial summation we

derive∑
p<x

1

p
= 1 +

R(x)

log(x)︸ ︷︷ ︸
O( 1

log(x)
)

+

∫ x

2

dx

x log(x)︸ ︷︷ ︸
=log log(x)−log log(2)

+

∫ x

2

R(x)

x log(x)2
dx

= log log(x) +

∫ ∞
2

R(x)

x log(x)2
dx− log log(2)︸ ︷︷ ︸

=M

−
∫ ∞
x

R(x)

x log(x)2
dx︸ ︷︷ ︸

=O( 1
log(x)

)

+O(
1

log(x)
)

= log log(x) +M +O(
1

log(x)
).

from (2). Now we put

B =
∑
p

∑
k>1

p−k

k
≤
∑
p

p−
3
2

∑
k>1

p
3
2−k

k
≤
∑
n

n−
3
2

∑
k>1

2
3
2−k

k
<∞.

Taylor expanding the logarithm at 1 we get

log
∏
p<x

(1− 1

p
)−1 =

∑
p<x

1

p
+
∑
p<x

∑
k>1

p−k

k
= log log(x) +M +B +O(

1

log(x)
).

Exponentiating again gives the constant C = eM+B . A similar argument shows∑
n

vy(n)

n
=
∏
p≤y

(
1 +

1

p

)
� log(y),

which we will use below.
To evaluate the integral will be a little harder. We start by using the con-

volution identity vy log = vy · Λ ? vy to get∑
n≤t

vy(n) log(n) =
∑
n≤t

∑
m|n

Λ(m)vy(m)vy(
n

m
)

=
∑
m≤t

vy(m)Λ(m)
∑
m|n≤t

vy(
n

m
) =

∑
m≤t

vy(m)Λ(m)Svy (1,
t

m
).

We rewrite this as

Svy (1, t) log(t) =
∑
p≤y,
p≤t

log(p)Svy (1,
t

p
)+

∑
p≤y,

pr≤t, r≥2

log(p)Svy (1,
t

pr
)+
∑
n≤t

vy(n) log(
t

n
).

13



Integrating this formula against Hy(t)t−2 we get∫ ∞
y

Svy (1, t)

t2
log(t)Hy(t)dt =

∫ ∞
y

∑
p≤y,
p≤t

log(p)Svy (1,
t

p
)
Hy(t)

t2
dt

+

∫ ∞
y

∑
p≤y,

pr≤t, r≥2

log(p)Svy (1,
t

pr
)
Hy(t)

t2
dt

︸ ︷︷ ︸
=E1

+

∫ ∞
y

∑
n≤t

vy(n) log(
t

n
)
Hy(t)

t2
dt︸ ︷︷ ︸

=E2

. (7)

We now estimate the two errors (we will see similar computations below). First
look at

E1 ≤ Hy(y)
∑
p, r≥2

log(p)

∫ ∞
y

Svy (1,
t

pr
)
dt

t2
= Hy(y)

 ∑
p, r≥2

log(p)

pr

(∫ ∞
1

Svy (1, tpr )

t2
dt

)

� Hy(y)

∫ ∞
1

Svy (1, tpr )

t2
dt� Hy(y)

∫ ∞
1

∑
n≤t

vy(n)
dt

t2
� Hy(y)

∑
n

vy(n)

n
� 1.

since Hy(y) � log(y)−1 and the sum over p and r can be estimated trivially.
The second error is treated similarly. Indeed

E2 ≤ Hy(y)
∑
n

vy(n)

∫ ∞
n

log(
t

n
)
dt

t2
= Hy(y)

∑
n

vy(n)

n

∫ ∞
1

log(t)

t2
dt� Hy(y) log(y)� 1.

The remaining contribution will be manipulated as follows∫ ∞
y

∑
p≤y,
p≤t

log(p)Svy (1,
t

p
)
Hy(t)

t2
dt =

∑
p≤y

log(p)

p

∫ ∞
y
p

Svy (1, t)

t2
Hy(pt)dt

=

∫ y

1

Svy (1, t)

t2

∑
y
t<p≤y

log(p)

p
Hy(pt)dt+

∫ ∞
y

Svy (1, t)

t2

∑
p≤y

log(p)

p
Hy(pt)dt.

In the last step we split the integral into the ranges [yp , y] and [y,∞] and inter-

changed summation and integration once again. We apply (4) and (5) to the
p-sums and get∫ ∞

y

∑
p≤y,
p≤t

log(p)Svy (1,
t

p
)
Hy(t)

t2
dt

=

∫ y

1

Svy (1, t)

t2

∫ yt

y

Hy(x)

x
dxdt+

∫ ∞
y

Svy (1, t)

t2

∫ yt

t

Hy(x)

x
dxdt+O(1). (8)

The error term comes from

Hy(y)

∫ ∞
1

Svy (1, t)

t2
dt = Hy(y)

∑
n

vy(n)

n
� 1.

14



Combining (7) with (8) and the two error estimates yields∫ ∞
y

Svy (1, t)

t2
log(t)Hy(t)dt =

∫ y

1

Svy (1, t)

t2

∫ yt

y

Hy(x)

x
dxdt

+

∫ ∞
y

Svy (1, t)

t2

∫ yt

t

Hy(x)

x
dxdt+O(1). (9)

With this at hand we get∫ ∞
y

Svy (1, t)

t2
dt =

∫ ∞
y

Svy (1, t)

t2

(
Hy(t) log(t)−

∫ yt

t

Hy(x)

x
dx

)
︸ ︷︷ ︸

(3)
= 1

dt

(9)
=

∫ y

1

Svy (1, t)

t2

∫ yt

y

Hy(x)

x
dxdt+O(1) =

∫ y

1

∫ yt

y

Hy(x)
dx

x

dt

t
+O(1).

Here we noted that for t ≤ y we one simply has Svy (1, t) = btc = t+O(1). The
so obtained error can be ignored since∫ y

1

∫ yt

y

Hy(x)
dx

x

dt

t2
≤ Hy(y)

∫ ∞
1

log(t)
dt

t2
= O(

1

log(y)
).

One checks that∫ y

1

∫ yt

y

Hy(x)
dx

x

dt

t
=

∫ y

1

∫ 1+
log(t)
log(y)

1

k(z)dz
dt

t

= log(y)

∫ 2

1

k(z)dz −
∫ y

1

log(t)

log(y)
k(1 +

log(t)

log(y)
)
dt

t

= log(y)

∫ 2

1

k(z)− (z − 1)k(z)dz = log(y)

∫ 2

1

k(z)(2− z)dz.

Finally we compute that∫ ∞
y

Svy (1, t)

t2
dt =

∑
n∈N

vy(n)

n
− log(y) +O(1) =

∏
p≤y

∑
r≥0

p−r − log(y) +O(1)

=
∏
p≤y

(1− 1

p
)−1 − log(y) +O(1) = (C + o(1)) log(y)− log(y) +O(1).

Thus we have shown that

log(y)

∫ 2

1

k(z)(2− z)dz = (C − 1 + o(1)) log(y) +O(1)

and the claim follows by dividing by log(y) and choosing y sufficiently large.

By a simple substitution the lemma above yields∫ y2

y

Hy(t)

t
log(

y2

t
)dt = (C − 1) log(y).
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Lemma 8. We have∫ ∞
y

∣∣Svy·µ(1, t)
∣∣

t2
dt ≤

∫ y

1

∣∣Svy·µ(1, t)
∣∣

t2

(∫ yt

y

Hy(x)

x
dx

)
dt+O(1).

The following proof has some overlaps with the previous proof.

Proof. We start from Lemma 6 and get∫ ∞
y

∣∣Svy·µ(1, t)
∣∣ log(t)

Hy(t)

t2
dt ≤

∫ ∞
y

∑
n≤t

vy(n)Λ(n)

∣∣∣∣Svy·µ(1,
t

n
)

∣∣∣∣ Hy(t)

t2
dt︸ ︷︷ ︸

=T

+
∑
n≤t

∫ ∞
y

vy(n)

∫ ∞
y

log(
t

n
)
Hy(t)

t2
dt︸ ︷︷ ︸

E2

.

Here E2 is the same error as in the proof of the previous lemma. There we
obtained E2 � 1. To deal with T we use the definition of vy and split the sum
in two pieces:

T =

∫ ∞
y

∑
p≤y

log(p)

∣∣∣∣Svy·µ(1,
t

p
)

∣∣∣∣ Hy(t)

t2
dt︸ ︷︷ ︸

=T0

+

∫ ∞
y

∑
p≤y,
r≥2,
pr≤t

log(p)

∣∣∣∣Svy·µ(1,
t

pr
)

∣∣∣∣ Hy(t)

t2
dt

︸ ︷︷ ︸
=E′1

.

If E1 is the same error as in the previous proof, then we obtain E′1 � E1 � 1
simply by the triangle inequality. Turning to T0 we exchange summation and
integration and make a change of variables to find

T0 =
∑
p≤y

log(p)

p

∫ ∞
y
p

∣∣Svy·µ(1, t)
∣∣

t2
Hy(pt)dt.

We split the integral in two pieces, exchange summation and integration again
and apply (4) and (5). This way we get

T0 =

∫ y

1

∣∣Svy·µ(1, t)
∣∣

t2

∑
y
t<p≤y

log(p)

p
Hy(pt)dt+

∫ ∞
y

∣∣Svy·µ(1, t)
∣∣

t2

∑
p≤t

log(p)

p
Hy(pt)dt

=

∫ y

1

∣∣Svy·µ(1, t)
∣∣

t2

∫ yt

y

Hy(v)

v
dvdt+

∫ ∞
y

∣∣Svy·µ(1, t)
∣∣

t2

∫ yt

t

Hy(v)

v
dv︸ ︷︷ ︸

=Hy(t) log(t)−1

dt

+O

(
Hy(y)

∫ ∞
1

∣∣Svy·µ(1, t)
∣∣

t2
dt

)
.

The error can be treated as above and is O(1). We use our integral identities
for the v-integrals to get

T0 =

∫ y

1

∣∣Svy·µ(1, t)
∣∣

t2

∫ yt

y

Hy(v)

v
dvdt+O

(∫ ∞
y

∣∣Svy·µ(1, t)
∣∣

t2
(1 +Hy(t) log(t))dt+ 1

)
.

The O-term is easily seen to be � 1 and this concludes the proof.
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Lemma 9. For any lim supx→∞
|M(x)|
x < β < 2 we have∫ ∞

y

∣∣Svy·µ(1, t)
∣∣

t2
dt ≤ β(C − 1) log(y) +O(1).

Proof. We begin by fixing x0 large enough such that

|M(x)| ≤ βx for x ≥ x0.

Further observe that for n ≤ y we have vy(n) = 1, so that

Svy·µ(1, x) = M(x) if x ≤ y.

These observations together with the result of the previous lemma yield the
upper bound∫ ∞
y

∣∣Svy·µ(1, t)
∣∣

t2
dt ≤ β

∫ y

1

t−1

(∫ yt

y

Hy(x)

x
dx

)
dt+O

(
1 +

∫ x0

1

t−1

(∫ yx0

y

Hy(x)

x
dx

)
dt

)
.

The error term is O(1) and we conclude the proof by observing that∫ y

1

t−1

(∫ yt

y

Hy(x)

x
dx

)
dt =

∫ y2

y

Hy(t)

t
log(

y2

t
)dt = (C − 1) log(y).

Lemma 10. There is some constant M > 0 such that3∣∣∣∣∣
∫ b

a

Sµ(1, x)

x2
dx

∣∣∣∣∣ ≤M. (10)

Proof. By partial summation we find∫ b

a

Sµ(1, x)

x2
dx =

1

b
Sµ(1, b)− 1

a
Sµ(1, a) +

∑
a≤n≤b

µ(n)

n
� 1 +

∣∣∣∣∣∣
∑

a≤n≤b

µ(n)

n

∣∣∣∣∣∣ .
The latter sum can be bounded with elementary means.

We deduce this from the generalised Möbius inversion formula Lemma 3.
Indeed applying this lemma with f ≡ 1 and P = ε we find that k(x) = bxc. The
inversion formula then implies

1 = f(x) =
∑
n≤x

µ(n)
⌊x
n

⌋
= x

∑
n≤x

µ(n)

n
+O(x).

The desired bound ∑
n≤x

µ(n)

n
� 1

follows.
3One could simply write ∫ b

a

Sµ(1, x)

x2
dx� 1,

but we will need a name for the implicit constant later.
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Lemma 11. There is δ such that∫ y

1

∣∣Svy·µ(1, t)
∣∣

t2
dt ≤ β

δ
log(y) + o(log(y)),

for all

lim sup
x→∞

|M(x)|
x

< β < 2.

Even more, if lim supx→∞
|M(x)|
x > 0, then δ > 1.

Proof. Let M be the constant in (10) and α = lim supx→∞
|M(x)|
x . We set

δ = min(2, 1 +
α2

4M
).

Note that as also observed earlier we have∫ y

1

∣∣Svy·µ(1, t)
∣∣

t2
dt =

∫ y

1

|M(t)|
t2

dt.

If M(t) does not change sign in [1, y] then the statement holds trivially as long
as y is large enough. As before we fix x0 such that M(x) ≤ βx for all x ≥ x0.
We set

I(a, b) =

∫ b

a

M(t)

t2
dt.

Let a and b be zeros of M(x) and assume that x0 < a < b. We claim that

|I(a, b)| ≤ β

δ
log(

b

a
).

If this claim is established the statement follows by decomposing the full integral
accordingly. We consider several cases.

If log(b/a) ≥ δM
β , we simply have

|I(a, b)| ≤M ≤ β

δ
log(b/a)

as desired.
If log(b/a) ≤ δM

β and b
a ≤

1
1− β2

, then

|M(t)| = |M(t)−M(a)| ≤ |t− a| = t(1− a

t
) ≤ t(1− a

b
) ≤ β

2
t.

We conclude that

|I(a, b)| ≤ β

2

∫ b

a

t−1dt =
β

2
log(b/a).

Finally, if log(b/a) ≤ δM
β and b

a ≥
1

1− β2
, then

|I(a, b)| ≤
∣∣∣∣I(a,

a

1− β/2
)

∣∣∣∣+

∣∣∣∣I(
a

1− β/2
, b)

∣∣∣∣
≤ β

2
log(

1

1− β/2
) + β log(

b

a
(1− β/2))

= β log(
b

a
) +

β

2
log(1− β

2
) ≤ β log(

b

a
)− β2

4

≤ β log(
b

a
)−M(δ − 1).
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Here we first applied the previous case together with a trivial estimate. Further
we used that the elementary inequality log(1 − β

2 ) ≤ −β2 holds for all β < 2.

In the last step we used the definition of δ which implies δ ≤ 1 + β2

4M and thus
β2

4 ≥ (δ− 1)M . The claim follows since −M ≤ −βδ log(b/a) by assumption.

Proposition 1. We have

lim sup
x→∞

|M(x)|
x

= 0.

Proof. Put α = lim supx→∞
|M(x)|
x By Lemma 5,9 and 11 we have

α ≤
∏
p≤y

(
1− 1

p

)
log(y)

[
β(C + δ−1 − 1) + o(1)

]
(11)

for all α < β < 2. We take the limit y →∞ and using (6) we find

α ≤ β
(

1 +
δ−1 − 1

C

)
.

Taking β → α we get the inequality

0 ≤ δ−1 − 1

C
.

Since C > 0 we deduce that
δ ≤ 1.

But now we deduce from Lemma 11 that α = 0.

Theorem 1 (Prime Number Theorem). We have

ψ(x) ∼ x.

Proof. We show that the statement follows from Proposition 1.4 We will use
the fact

Sd(1, x) = x log(x) +Kx+O(
√
x) and

∑
n≤x

d(n)

n
�
√
x. (12)

We start by observing the following three convolution identities.

ψ(x) =
∑
n≤x

Λ(n) =
∑
n≤x

[µ ? log](n) =
∑
n≤x

∑
d|n

µ(d) log(
n

d
) =

∑
mn≤x

µ(n) log(m),

∑
mn≤x

µ(n)d(m) =
∑
mn≤x

µ(n)
∑
d|m

1 =
∑
dr≤x

∑
n|r

µ(n) =
∑
d≤x

1 = x+O(1) and

∑
mn≤x

µ(n) =
∑
c≤x

∑
n|c

µ(n) = 1.

4Actually they are equivalent, but we will not need this fact. The full equivalence is shown
in [7].
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We put fE(m) = log(m)− d(m) +E and observe that combining our identities
yields

ψ(x)− x+O(1) =
∑
mn≤x

µ(n)fE(m).

Thus it remains to show that the remaining double sum is o(x) for a suitable
constant E.

By partial summation one easily sees∑
n≤x

log(n) = x log(x) + x+O(log(x)).

Thus we find

FE(x) =
∑
n≤x

fE(m) = (E + 1−K)x+O(
√
x).

We choose E = K − 1 and drop the subscript E. In particular we have F (x)�√
x. By the triangle inequality we also have the easy estimate∑

n≤x

|f(n)|
n
�
√
x.

Write x = yz and write∑
mn≤x

µ(n)f(n) =
∑
m≤y

f(m)M(
x

m
) +

∑
n≤z

µ(n)F (
x

n
)−M(z)F (y).

Let ε > 0 and suppose M(s) ≤ εs for all s ≥ x0(ε). If x ≥ x0(ε)y, then
x
m ≥ z = x

y ≥ x0(ε) such that∣∣∣M(
x

m
)
∣∣∣ ≤ ε x

m
and |M(z)| � εz,

for all m ≤ y. This is possible by Proposition 1. We get∣∣∣∣∣∣
∑
mn≤x

µ(n)f(n)

∣∣∣∣∣∣� εx
√
y +

x
√
y
�
√
εx.

In the last inequality we chose y = ε−1. Note that our requirement on x now
reads x ≥ x0(ε)ε−1. The result follows by directly verifying the definition o(x).

Exercise 2. Show that π(x) ∼ x
log(x) . Further prove the inequalities (12) to

complete the prove of Theorem 1.

Solution. We trivially estimate∑
1<pk≤x,
k>1

log(p)� log(x)2]{1 ≤ n2 ≤ x} ≤
√
x log(x)2.

Thus we get

ψ̃(x) =
∑

1<p≤x

log(p) = ψ(x) +O(
√
x log(x)2) ∼ x.
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By partial summation we get

π(x) =
∑

2≤p≤x

log(p)

log(p)
=

ψ̃(x)

log(x)
+

∫ x

2

ψ̃(t)

t log(t)2
∼ li(x).

We conclude by using li(x) ∼ x
log(x) .

We turn towards the divisor estimates and start by deriving a preliminary
estimate concerning the harmonic sum. Indeed by writing btc = t − {t} and
using partial summation we get∑

n≤z

1

z
=
bzc
z

+

∫ z

1

btct−2dt

= log(z) + 1−
∫ ∞

1

{t}t−2dt+O(z−1).

We put5

c = 1−
∫ ∞

1

{t}t−2dt >∞.

Now we can estimate

Sd(1, x) =
∑
n≤x

d(n) = ]{(u, v) ∈ N2 : uv ≤ x}

= 2
∑
uv≤x,
u≥
√
x

1 + b
√
xc2

= 2
∑
v≤
√
x

(x
v
−
√
x+O(1)

)
+ x+O(

√
x)

= 2x
∑
v≤
√
x

1

v
− x+O(

√
x)

= x log(x) + (2c− 1)x+O(
√
x).

The second estimate follows trivially from the bound d(n) ≤
√
n which is obvi-

ous.

5Indeed c = γ is the Euler-Mascheroni constant which is usually defined through the limit

γ = lim
z→∞

∑
n≤z

1

n
− log(z)

 .
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1.3 The sieve of Eratosthenes

Set P (y) =
∏
p≤y p and define

Φ(x, y) = ]{n ≤ x : (n, P (y)) = 1}.

Further put

W (z) =
∏
p≤z

(
1− 1

p

)
.

We define the function w : [1,∞)→ R recursively by setting

w(u) =
1

u
for u ∈ [1, 2]

and requiring6

d

du
(uw(u)) = w(u− 1) for u ≥ 2.

Lemma 12. We have limu→∞ w(u) = e−γ

The following proof is taken from [5, Section 4]

Proof. We start by defining the auxiliary function7

h(u) =

∫ ∞
0

exp

(
−ux+

∫ x

0

e−t − 1

t
dt

)
dx. (13)

This function is analytic for u > 0 and satisfies

uh′(u) + h(u+ 1) = 0.

This is easily seen by partial integration as follows. We set l(x) =
∫ x

0
e−t−1
t dt.

By the fundamental theorem of calculus we have l′(x) = (e−x − 1)/x. In par-
ticular, 1 + xl′(x) = e−x. We compute

uh′(u) =

∫ ∞
0

(−uk)e−uxel(x)dx = −
∫ ∞

0

e−ux
d

dx
[xel(x)]dx

= −
∫ ∞

0

e−ux(el(x) + xl′(x)el(x))dx = −
∫ ∞

0

e−(u+1)x+l(x)dx = −h(u+ 1).

Similarly partial integration also yields h(u) ∼ 1
u as u→∞. We define

f(a) =

∫ a+1

a

w(u− 1)h(u)du+ aw(a)h(a),

for h(u) as in (13). Using the definition of w and the functional equation of h
one checks that

f ′(a) = w(a)h(a+ 1)− w(a− 1)h(a) +
d

da
(aw(a))︸ ︷︷ ︸

=w(a−1)

+ ah′(a)︸ ︷︷ ︸
−h(a+1)

w(a) = 0

6At u = 2 the right-hand derivative is taken.
7Note that this is very similar to the function k(u) defined in the previous section!
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for all a > 0. Thus f is constant. Since h(a) ∼ a−1 we conclude that the limit
limu→∞ w(u) must exist and

f(a) = lim
u→∞

w(u).

On the other hand we compute

f(2) =

∫ 3

2

w(u− 1)h(u)du+ h(2) = −
∫ 3

2

h′(u− 1)du+ h(2) = h(1).

We further set F (x) = exp(log(x) +
∫ x

0
(e−t − 1)dtt ). We will use that F (0) = 0

and
lim
x→∞

F (x) = e−γ . (14)

Indeed that gives

h(1) = lim
u→0

uh′(u) = lim
u→0

∫ ∞
0

(−u)e−uxF (x)dx = lim
u→0

∫ ∞
0

e−uxF ′(x)dx = lim
x→∞

F (x) = e−γ .

The proof is complete if we can establish (14). To prove this we recall that the
Euler-Mascheroni constant is defined by

γ = lim
z→∞

∑
n≤z

1

n
− log(z)

 .

We write

Hn = 1 + . . .+
1

n
=

∫ 1

0

1 + . . .+ xn−1dx =

∫ 1

0

1− xn

1− x
dx.

On the other hand we have∫ 1− 1
n

0

1

1− x
dx = log(n).

Combining these two expressions yields

Hn − log(n) =

∫ n

0

1[1− 1
n ,1](x)− xn

1− x
dx =

∫ n

0

1[0,1](t)− (1− t/n)n

t
dt.

Taking the limit we get

γ =

∫ ∞
0

1[0,1](t)− e−t

t
dt.

This little trick allows us to write∫ x

0

e−t − 1

t
dt = − log(x)− Ei(-x)− γ,

for −Ei(−x) =
∫∞
x
e−t dtt . In particular we found F (x) = e−γ exp(−Ei(−x)).

We obtain (14), since limx→∞ exp(−Ei(−x)) = 1.
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Lemma 13 (Lemma 4, [8]). The function w(u) − e−γ changes sign in any
interval [a− 1, a] for a ≥ 2.

Proof. We define another auxiliary function

g(a) =

∫ a+1

a

h(u)du+ ah(a) for a > 0. (15)

One can easily check that lima→∞ g(a) = 1 and g′(a) = 0 for a > 0. Indeed

lim
a→∞

g(a) = 1 + log(a+ 1)− log(a) = 1 and

g′(a) = h(a+ 1) + ah′(a) = 0.

This implies g(a) = 1.
Recall the function f from the previous lemma as well as g from (15). Since

f(a) ≡ e−γ and g(a) ≡ 1 for a ≥ 2 we have

0 = f(a)− e−γg(a) =

∫ a

a−1

(w(u)− e−γ)h(u)du+ a(w(a)− e−γ)h(a− 1).

Since h(u) ≥ 0 and w(u) 6≡ e−γ on [1,∞) the last equality implies the existence
of sign changes in the interval [a− 1, a].

Claim: We even have w(u) = e−γ +O(Γ(u)−1).
To see this we note that by the mean value theorem and the differential recursion
satisfied by w we get

|w′(u)| = |w(u− 1)− w(u)|
u

≤ u−1 sup
x∈[u−1,u]

|w′(x)| .

Putting M(u) = supx∈[u,∞) |w′(x)| we get

M(u) ≤ uM(u− 1)� Γ(u+ 1)−1.

With this at hand we can estimate∣∣w(u)− e−γ
∣∣ =

∫ ∞
u

|w′(u)| ≤
∫ ∞
u

dt

Γ(t+ 1)
≤ Γ(u−1)−1

∫ ∞
u

dt

t(t− 1)
� Γ(u)−1

as desired.

The following lemma is of key importance to Maier’s argument. It goes back
to Buchstab (in Russian), but we follow the argument given in [5].

Lemma 14. Let λ > 1. Then

lim
z→∞

Φ(zλ, z)

zλW (z)
= Cw(λ).

Proof. We start by observing that by the prime number theorem we can find
R(y) with R(y)→ 0 as y →∞ such that8

|π(y)− li(y)| < y

log(y)
R(y).

8With our current knowledge this function can not be specified. But Later we will see
some functions that are admissible.
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The starting point of the argument is Buchstab’s identity:

Φ(x, y) =
∑

y<p≤yh
Φ(
x

p
, p) + Φ(x, yh) +O(

x

y
).

To see this we first assume that there is exactly one prime p between y and yh.
In this case we have

Φ(
x

p
, p) + Φ(x, yh) = ]{n ≤ x

p
: (n, pP (y)) = 1}+ Φ(x, yh)

= ]{n ≤ x : p | n, p2 - n and (n, P (y)) = 1}+ {n ≤ x : (n, pP (y)) = 1}

= ]{n ≤ x : p | n and (n, P (y)) = 1}+{n ≤ x : (n, pP (y)) = 1}+O(
x

p2
) = Φ(x, y)+O(

x

p2
).

The general case is for example obtained by induction.
We rewrite this as

ψ(x, y) =
∑

y<p≤yh

1

p

∏
p<p′≤y

(
1− 1

p′

)
ψ(
x

p
, p)+

∏
y<p≤yh

(
1− 1

p

)
ψ(x, yh)+O(

log(y)

y
).

For notational convenience we define

G(h) =
∑

y<p≤yh

1

p

∏
p<p′≤y

(
1− 1

p′

)
= 1− W (yh)

W (y)
.

With the help of Stieltjes integral9 we write

ψ(zλ, z) =

∫ h

1

ψ(zλ−σ, zσ)dG(σ) + ψ(zλ, zh)(1−G(h)) +O(
log(z)

z
).

By Merten’s estimate for the product W (x) we find W (yσ)
W (y) = 1

σ + o( 1
σ ). If

necessary we replace our function R with something larger that still tends to 0
at infinity and find10∣∣∣∣G(σ)− 1 +

1

σ

∣∣∣∣ < R(y)

σ
≤ R(y) for σ ≥ 1.

We now define

θ(zλ, z) = C log(z)

∫ λ

1

zt−λw(t)dt.

9The Riemann-Stieltjes integral is defined similarly to the common Riemann integral by∫ b

a
f(x)dh(x) = lim

xi+1−xi→0

∑
i

sup
x∈[xi,xi+1]

f(x)[h(xi+1)−h(xi)] = lim
xi+1−xi→0

∑
i

inf
x∈[xi,xi+1]

f(x)[h(xi+1)−h(xi)].

The following two properties are essentially everything one should remember∫ b

a
f(x)dh(x) =

∫ b

a
f(x)h′(x) if h ∈ C1((a, b))

as well as the partial integration formula∫ b

a
f(x)dh(x) = f(b)h(b)− f(a)h(a)−

∫ b

a
h(x)df(x).

10One can actually show this asymptotic using the prime number theorem so that the
following estimate holds with the same R. But this is not of interest to us.
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The upcoming slightly involved argument intends to show that θ(zλ, z) is a good
approximation to ψ(zλ, z).

We will first treat several auxiliary expressions. First look at

E1(λ, z, h) = θ(zλ, z)−
∫ h

1

θ(zλ−σ, zσ)
dσ

σ2
− θ(zλ, zh)

h
.

Of course E1(λ, z, 1) = 0. On the other hand we can compute the derivative
using the differential recursion satisfied by w. We get

∂

∂h
E1(λ, z, h) = −θ(zλ−h, zh)h−2 + θ(zλ, zh)h−2 − h−1 ∂

∂h
θ(zλ, zh)

= −θ(zλ−h, zh)h−2 + θ(zλ, zh)h−2 − C log(z)

h
zh−λ +

C log(z)

h

∫ λ
h

1

w(t− 1)zht−λdt

= −C log(z)
zh−λ

h
.

We get

|E1(λ, z, h)| = C log(z)

∫ h

1

zt−λ

t
dt ≤ Czh−λ.

Further put

E2(λ, z, h) = −
∫ h

1

θ(zλ−σ, zσ)d(G(σ)− 1 +
1

σ
)− θ(zλ, zh)(1− 1

h
−G(h)).

Using our bound for G(σ) we obtain by partial integration that

|E2(λ, z, h)| ≤ R(z)

(∣∣θ(zλ, zh)− θ(zλ−h, zh)
∣∣+

∫ h

1

∣∣∣∣ ddσ θ(zλ−σ, zσ)

∣∣∣∣ dσ
)

We estimate E2 trivially using∣∣θ(zλ, z)− Ce−γ∣∣� Γ(λ− 1)−1 + z−1, (16)

which simply follows by inserting w(λ) = e−γ + O(Γ(λ)−1) into the definition
of θ(zλ, z). This yields

E2(λ, z, h)� R(z)

λ2
,

for suitable h. Finally we put

E3(λ, z, h) = θ(zλ, z)−
∫ h

1

θ(zλ−σ, zσ)dG(σ)−θ(zλ, zh)(1−G(h)) = E1(λ, z, h)−E2(λ, z, h).

From the estimates for E1 and E2 we conclude that∣∣∣∣E3(λ, z,
λ

k
)

∣∣∣∣� R(z)

k2
for k ≤ λ < k + 1 and z ≥ 2. (17)

We are now ready to consider the difference

η(zλ, z) = ψ(zλ, z)− θ(zλ, z).
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This difference satisfies

η(zλ, z) =

∫ h

1

η(zλ−σ, zσ)dG(σ)+η(zλ, zh)(1−G(h))−E3(λ, z, h)+O(
log(z)

z
).

Note that for 1 ≤ λ ≤ 2 we simply have

ψ(zλ, z) =
π(zλ)− π(z)

zλP (z)
(18)

We obtain

η(zλ, z) =
li(zλ)− li(z)−

∫ λ
1
zt dtt

zλP (z)
+O(R(z)) = O(R(z)).

in this region. Here we used∫ λ

1

zt
dt

t
= Ei(λ log(z))− Ei(log(z)) = li(zλ)− li(z).

For k ≥ 1 we now set

sk(z) = sup
k≤u<k+1,

x≥z

|η(xu, x)| .

We have just see that s1(z)� R(y) and by (17) we get

sk(z) < sk−1(z) +O(
R(z)

k2
).

A direct consequence is the estimate sk(z)� R(z) and we deduce that

ψ(zλ, z) = θ(zλ, z) +O(R(z)).

However, partially integrating twice shows that11

θ(zλ, z) = Cw(λ)(1 + o(1)) as z →∞.

This concludes the proof.

Note that we have actually proved∣∣ψ(zλ, z)− θ(zλ, z)
∣∣� R(z)

uniformly in λ. Combining this with (16) we even get∣∣ψ(zλ, z)− Ce−γ
∣∣� R(z) + Γ(u)−1. (19)

Remark 1. It can be shown that C = eγ . Indeed one argument goes as follows.
In the exercise below it is shown that ψ(zλ, z) = 1 +O( 2z

zλW (z)
). Thus for fixed

z we have limλ→∞ ψ(zλ, z) = 1. On the other hand we have seen that

lim
x→∞

ψ(zλ, z) = Cw(λ).

11The o(1) term appearing below is not uniform in λ!
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The proof did actually also produce the uniform estimate (19), so that the fol-
lowing interchange of limits is justified:

1 = lim
z→∞

1 = lim
z→∞

lim
λ→∞

Φ(zλ, z)

zλW (z)

= lim
λ→∞

lim
z→∞

Φ(zλ, z)

zλW (z)
= C lim

λ→∞
w(λ) = Ce−γ .

In particular we obtain C = eγ as claimed. Of course one can also prove
Merten’s formula directly with the correctly identified constant.

Exercise 3. Show Legendre’s formula

Φ(x, y) =
∑
d|P (y)

µ(d)
⌊x
d

⌋
and deduce the estimate

|Φ(x, y)− xW (y)| < 2y.

for y ≥ 2.

Solution. Let us first show Legendre’s identity for y = 2. Here we obviously
have

Φ(x, y) = ]{n ≤ x : odd} = bxc − bx
2
c,

which is the desired identity since P (2) = 2 has divisors 1 and 2. The general
formula follows by writing

{n ≤ x : (n, P (y)) = 1} = {n ≤ x} \
⋃
p≤y

{n ≤ x : p | n}.

By inclusion exclusion we get

Φ(x, y) = ]{n ≤ x} −
∑
p≤y

]{n ≤ x : p | n}+
∑

p1,p2≤y,
p1 6=p2

]{n ≤ x : p1p2 | n} − . . .

= bxc −
∑
p≤y

bx
p
c+

∑
p1,p2≤y,
p1 6=p2

b x

p1p2
c − . . . .

This completes the proof.
We now turn to the desired estimate. Note that

xW (y) = x
∏
p≤y

(
1− 1

p

)
=
∑
d|P (y)

µ(d)
x

d
.

This is a similar computation we have seen before. (Indeed we have S(y) = {d |
P (y)}.) The estimate is now essentially trivial:

|Φ(x, y)− xW (y)| =

∣∣∣∣∣∣
∑
d|P (y)

µ(d)
(x
d
− bx

d
c
)∣∣∣∣∣∣ ≤ ]{d | P (y)} < 2y.
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1.4 Dirichlet series and their basic properties

Given an arithmetic function f ∈ A we associate (at the moment formally) the
Dirichlet series

Df (s) =
∑
n∈N

f(n)n−s.

Important Dirichlet series with special names are ζ(s) = Dε(s), L(s, χ) = Dχ(s).
By formally multiplying such series one finds that

Df (s)Dg(s) = Df?g(s).

One can show that 1
ζ(s) = Dµ(s) and − ζ

′(s)
ζ(s) = DΛ(s). Similarly there are many

more interesting relations to play with.

Lemma 15. Let f ∈ A be multiplicative. If Df (s0) converges absolutely for
some s0 ∈ C, then Df (s0) has the Euler product:

Df (s0) =
∏
p

∑
k∈Z≥0

f(pk)p−ks0 .

Furthermore, if f is completely multiplicative we have∑
k∈Z≥0

f(pk)p−ks0 =
1

1− f(p)p−s0
.

Proof. Given ε > 0 we take K large such that
∑
n>K |f(n)n−s0 | < ε. Let

PK = {p prime: p ≤ K}.

The fundamental theorem of arithmetic implies∏
PK

∑
k∈Z≥0

f(pk)p−ks0 =
∑
n∈N,

p|n =⇒ p∈PK

f(n)n−s0 .

Of course this implies∣∣∣∣∣∣
∏
PK

∑
k∈Z≥0

f(pk)p−ks0 −Df (s0)

∣∣∣∣∣∣ ≤
∑
n>K

∣∣f(n)n−s0
∣∣ < ε.

We complete the proof by taking ε→ 0 and K →∞.

We now turn towards analytic properties of Dirichlet series. We start by
addressing some convergence issues.

Lemma 16. Let f ∈ A and take s0 ∈ C such that Df (s0) converges. Then, for
every δ > 0, the series Df (s) converges uniformly in the region

Gδ = {s ∈ C : |arg(s− s0)| ≤ π

2
− δ}.
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Proof. By partial summation we have

∑
M≤n≤N

f(n)n−s = Ns0−s
∑

M≤n≤N

a(n)n−s0+(s−s0)

∫ N

M

 ∑
M≤n≤x

f(n)n−s0

xs0−s−1dx.

Since Df (s0) converges there is M = M(ε) such that∣∣∣∣∣∣
∑

M≤n≤N

a(n)n−s0

∣∣∣∣∣∣ < ε for all N > M.

Estimating everything trivially yields∣∣∣∣∣∣
∑

M≤n≤N

f(n)n−s

∣∣∣∣∣∣ < εNσ0−σ + ε
|s0 − s|
σ0 − σ

(Nσ0−σ −Mσ0−σ) < ε

(
1 +

2

sin(δ)

)
.

Here σ = <(s), σ0 = <(s0) and we used that σ0−σ < 0 as well as |s0−s||σ0−σ| <
1

sin(δ) .

This concludes the proof.

Corollary 1. Let f ∈ A and suppose that Df (s0) converges for s0 ∈ C. Then
Df (s) is holomorphic in the half plane <(s) > <(s0).

Proof. This is a simple consequence of Morera’s theorem and Lemma 16.

For Df (s) we define the abscissa of convergence by

inf{α ∈ R : Df (α) converges}.

The following result is analogue to the identity theorem for power series.

Lemma 17. Let f, g ∈ A. Suppose that for all sufficiently large α ∈ R the
Dirichlet series Df (α) and Dg(α) converge and satisfy Df (α) = Dg(α). Then
we must have f = g.

Proof. We have

f(1) = lim
α→∞

Df (s) = lim
α→∞

Dg(s) = g(1).

The interchange of sum and limit is justified by Lemma 16. One argues induc-
tively using the identity

f(n) = lim
α→∞

nαDf (α)−
∑

m≤n−1

f(m)nαm−α

 .

Lemma 18. Define the indicator like function

δ(x) =


0 if 0 < x < 1,
1
2 if x = 1,

1 if 1 < x
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and the integral

I(x, T ) =
1

2πi

∫
(c)T

xs
ds

s
,

here (c)T is the vertical line from c− iT to c+ iT . For c, x, T > 0 we have

|I(x, T )− δ(x)| <

{
xc max(1, T |log(x)|)−1 if x 6= 1,
c
T if x = 1.

Proof. We treat the different cases separately. First, consider x = 1. In this
case we simply compute

I(1, T ) =
1

2π

∫ T

−T

dt

c+ it
=

1

π

∫ T

0

c

c2 + t2
dt =

1

2
− 1

π

∫ ∞
T/c

dx

1 + x2
.

The estimate follows directly.
Second we look at 0 < x < 1. Define the rectangle R with corners {c ±

iT, r ± iT} for some r > c.

By Cauchy’s integral formula we have

1

2πi

∫
R

xs
ds

s
= 0.

Taking the limit r →∞ we are left with

I(x, T ) = − 1

2πi

∫ ∞+iT

c+iT

xs

s
ds+

1

2πi

∫ ∞−iT
c−iT

xs

s
ds.

Estimating trivially yields

|I(x, T )| ≤ 1

πT

∫ ∞
c

xσdσ <
xc

T |log(x)|
. (20)

The secondary estimate |I(x, T )| < xc is obtained by replacing the curve R by
the curve that supplements the line segment [c−iT, c+iT ] with a circle segment.
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The rest of the argument works similarly. We get

0 =
1

2πi

∫
D

xs
ds

s
= I(x, T ) +

1

2πi

∫
D\(c)T

xs
ds

s
.

The part of the circle integral can be estimated by∣∣∣∣∣ 1

2πi

∫
D\(c)T

xs
ds

s

∣∣∣∣∣ ≤ xσ

2π

∫ θ2

θ1

dθ ≤ xσ.

Here θ1 and θ2 are simply the two angles that define the circle segment D\(c)T .
Finally consider x > 1. In this case we take the rectangle R′ with the corners

{−r± iT, c± iT}. Applying the residual theorem and taking r →∞ we end up
with

I(x, T ) = 1 +
1

2πi

∫ c+iT

−∞+iT

xs

s
ds− 1

2πi

∫ c−iT

−∞−iT

xs

s
ds.

One estimates as above. The complementary estimate also works analogously
by using the curve D′ which is analogue to D.

Theorem 2 (Perron’s formula (in explicit form)). Let c > 0 and x, T ≥ 2.
Suppose f ∈ A such that Df (c) converges absolutely. Then we have

Sf (1, x)−f(x)

2
δx∈N =

1

2πi

∫ c+iT

c−iT
Df (s)xs

ds

s
+O

(
xc

T
D|f |(c) +Ax(1 +

x log(x)

T
)

)
,

for Ax = max 3
4x≤n≤

5
4x
|f(n)| .

Proof. Using Lemma 18 we immediately get

Sf (1, x)− f(x)

2
δx∈N =

1

2πi

∫ c+iT

c−iT
Df (s)xs

ds

s
+ E

32



with

|E| ≤ xc
∞∑
n=1

|f(n)|n−c min(1, T−1
∣∣∣log(

x

n
)
∣∣∣−1

).

We split the n-sum in 3 parts. The first part is |n− x| < 2, this part can be
estimated trivially and contributes at most� Ax. The second part is estimated
as follows:

xc
∑

2≤|n−x|< 1
4x

|f(n)|n−c min(1, T−1
∣∣∣log(

x

n
)
∣∣∣−1

)� Ax
xc

T

∑
2≤|n−x|< 1

4x

n−c
∣∣∣log(

x

n
)
∣∣∣−1

� Ax
x log x

T
.

Finally, for |n− x| ≥ 1
4x we have

∣∣log( xn )
∣∣−1 � 1. Thus, this part of the sum

yields the first part of the error term and we are left with estimating the rest.
We estimate the terms |n− x| ≤ 2 trivially by Ax

Exercise 4. Show that the constant C = eγ , where C is the constant given in
(6).

Solution. Since ε is completely multiplicative and ζ(s) = Dε(s) we have the
famous Euler product

ζ(s) =
∏
p

(1− 1

ps
)−1.

Since the harmonic series
∑
n

1
n = ζ(1) diverges we have a pole of order 1 and

one obtains the estimate12

ζ(s) =
1

s− 1
+O(1).

Taking logarithms yields∑
p

log(1− p−s) = log(s− 1) +O(|s− 1|).

We now insert s = 1 + ε
log(x) . Reading the equation above backwards yields

− log(
1

ε
)− log log(x) + o(1) =

∑
p

log(1− 1

p1+ ε
log(x)

).

We will treat the sum on the right using the following claim which we proof at
the end:
Claim I: For a compactly supported Riemann-integrable function independent
of x we have∑

p

log(p)

p
F

(
log(p)

log(x)

)
= log(x)

∫ ∞
0

F (t)dt+ o(log(x)).

12For <(s) > 1 we have n−s =
∫ n+1
n t−sdt + O(n−2). Summing this up yields ζ(s) =∫∞

1 t−sdt+O(
∑
n n
−2) = 1

s−1
+O(1).
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We put F = exp(−εt)
t using the Taylor expansion of the logarithm we find∑

p>x

log(1− 1

p1+ ε
log(x)

) = −
∑
p>x

1

p1+ ε
log(x)

+ o(1)

= − log(x)−1
∑
p>x

log(p)

p
F (

log(p)

log(x)
) + o(1)

We now use our Claim I to write

− log(x)−1
∑

x<p<xN

log(p)

p
FN (

log(p)

log(x)
) = −

∫ N

1

FN (x)dx+ o(1).

for fixed N . The tail can be bounded using (2) and taking N →∞ we get∑
p>x

log(1− 1

p1+ ε
log(x)

) = −
∫ ∞
ε

e−t
dt

t
.

We now make a second claim:
Claim II: We have ∫ ∞

ε

e−t
dt

t
= log(

1

ε
)− γ +O(ε).

Thus we obtain

− log log(x)− γ +O(ε) + o(1) =
∑
p≤x

log(1− 1

p1+ ε
log(x)

)

=
∑
p≤x

(
log(1− p−1) +O(

ε log(p)

p log(x)
)

)
=
∑
p≤x

log(1− 1

p
) +O(ε).

Thus taking ε arbitrarily small and exponentiating this asymptotic we find

∏
p≤x

(
1− 1

p

)
=

eo(1)

eγ log(x)
=

(1 + o(1))

eγ log(x)
.

This solves the exercise modulo our two claims.

Proof of Claim I: Without loss of generality we can assume that F is smooth.
By Fourier inversion we have

F (t) =

∫
R
e−(1+iu)tf(u)du

for a Schwartz function f . We thus write

∑
p

log(p)

p
F

(
log(p)

log(x)

)
=

∫
R
f(u)

(∑
p

log(p)

p1+ 1+iu
log(x)

)
du.
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We can estimate ∑
p

log(p)

p1+ 1+iu
log(x)

� log(x)

easily. However, we can also look at

1

s− 1
+O(1) =

ζ ′(s)

ζ(s)
=
∑
p

log(p)

ps − 1
=
∑
p

log(p)

ps
+O(1).

With this hat hand we derive∑
p

log(p)

p
F

(
log(p)

log(x)

)
= log(x)

∫
R

f(u)

1 + iu
du+O(1) (21)

The claim follows by Fourier inversion.

Proof of Claim II: We write

Hn = 1 + . . .+
1

n
=

∫ 1

0

1 + . . .+ xn−1dx =

∫ 1

0

1− xn

1− x
dx.

We also have ∫ 1− 1
n

0

1

1− x
= log(n).

Thus we get

Hn − log(n) =

∫ n

0

1[1− 1
n ,1](x)− xn

1− x
dx =

∫ n

0

1[0,1](t)− (1− t/n)n

t
dt.

Taking the limit (and justifying the interchange) we get

γ =

∫ ∞
0

1[0,1](t)− e−t

t
dt.

We derive ∫ ∞
0

e−t − 1[0,ε](t)

t
dt = log(

1

ε
)− γ.

From this one easily derives the claim. Note that this also implies (14), which
we used earlier.
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2 Part 2: Basic properties of ζ(s) and L(s, χ)

We start by a simple consequence of Poisson-summation. Recall that for f ∈
S(R) we have13 ∑

n∈Z
f(n+ α) =

∑
n∈Z

f̂(n)e(nα). (22)

Lemma 19. The function Θα(x) =
∑
n∈Z e

−πx(n+α)2 satisfies

Θα

(
1

x

)
=
√
x
∑
n∈Z

e−πxn
2

e(nα),

for α ∈ (−1, 1).

Proof. Put fx(ξ) = e−π
ξ2

x . It is well known that

f̂x(ξ) =
√
xe−πxξ

2

.

The statement follows after applying (22) to Θα( 1
x ) =

∑
n∈Z fx(n+ α).

With this at hand we can deduce some crucial properties of the Riemann-
zeta function.

Theorem 3. The function ζ(s) has a meromorphic continuation to C with a
unique simple pole with residue 1 at s = 1. Furthermore it satisfies the functional
equation

π−
s
2 Γ(

s

2
)ζ(s) = π−

1
2 (1−s)Γ(

1− s
2

)ζ(1− s).

Proof. In the region of uniform and absolute convergence <(s) > 1 we write

π−
2
sΓ(

s

2
)ζ(s) =

∫ ∞
0

∞∑
n=1

e−πn
2yy

s
2−1dy. (23)

This follows simply from the definition of the Gamma-function and a change of
variables. Expressing the sum in terms of Θ0(y) we get

π−
2
sΓ(

s

2
)ζ(s) =

∫ ∞
0

Θ0(y)− 1

2
y
s
2−1dy

=

∫ ∞
1

Θ0(y)− 1

2
y
s
2−1dy +

∫ ∞
1

Θ0( 1
y )− 1

2
y−

s
2−1dy.

Applying Lemma 19 with α = 0 yields

π−
2
sΓ(

s

2
)ζ(s) =

∫ ∞
1

Θ0(y)− 1

2
[y
s
2−1 + y−

s
2−

1
2 ]dy +

1

2

∫ ∞
1

[[y−
s
2−

1
2 − y s2−1]]dy.

Computing the second y-integral yields the all important formula

π−
2
sΓ(

s

2
)ζ(s) = −1

s
+

1

s− 1
+

∫ ∞
1

Θ0(y)− 1

2
[y
s
2−1 + y−

s
2−

1
2 ]dy.

13One can weaken the assumption on f considerable. For example f ∈ C2(R) and f(x) �
|x|2 suffices.
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Since the remaining y-integral converges for all s ∈ C we obtain the desired
analytic properties of ζ(s). Further, the right hand side of the final equation
is invariant under the transformation s ↔ 1 − s, which implies the functional
equation.

This leads us to define the completed zeta-function by

Λ(s) = π−
2
sΓ(

s

2
)ζ(s).

Theorem 4. The completed zeta function has no zeros outside the strip 0 ≤
<(s) ≤ 1 and satisfies

s(s− 1)Λ(s) = eBs
∏
ρ∈N

(
1− s

ρ

)
e
s
ρ .

Proof. For <(s) > 1 there can not be any zeros of ζ(s). This can be easily seen
by looking at the Euler product

ζ(s) =
∏
p

(1− p−s)−1.

Now we note that also Γ( s2 ) and π−
s
2 do not have any zeros in that region. To

exclude zeros with <(s) < 0 one uses the functional equation.
Now the product expansion follows from Hadamard’s product theorem after

we establish that Λ has order 1. The latter follows from

(s− 1)ζ(s)� |s|2 ,

for <(s) ≥ 1
2 which can be seen by elementary means. The pre-factor is originally

given by eA+Bs, but we can compute

eA = lim
s→0

s(s− 1)Λ(s) = 1.

Lemma 20. In the region |t| ≥ 8 and 1− 1
2 log(|t|) ≤ σ ≤ 2 we have

ζ(σ + it)� log(|t|) and ζ ′(σ + it)� log(|t|)2.

Proof. We apply partial summation to

∞∑
n>N

n−s = −N−s+s
∫ ∞
N

[x]x−s−1dx = −N−s+ s

s− 1
N1−s−s

∫ ∞
N

{x}x−s−1dx.

Note that the remaining integral converges for all <(s) > 0. Thus by the
principle of analytic continuation we find that

ζ(s) =
∑
n≤N

n−s +
s

s− 1
N1−s −N−s − s

∫ ∞
N

{x}x−s−1dx

=
∑
n≤N

n−s +
s

s− 1
N1−s +O(N−σ(1 +

|s|
σ

)), (24)
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for all s with <(s) > 0. Where the integral has been estimated trivially.
Of course for σ ≥ 1 − 1

log(|t|) we have n−σ ≤ en−1 as long as n ≤ |t|. Thus

choosing N = [|t|] in (24) we get

ζ(s)�
∑
n<|t|

n−1 +
|t|1−σ

σ
� log(|t|).

For r = (2 log(|t|))−1 we use Chauchy’s integral formula to estimate

ζ ′(s) =
1

2πi

∫
∂Br(s)

ζ(z)

(z − s)2
dz � log(|t|)2.

Lemma 21. There is a δ > 0 such that in the region s = σ + it with σ ≥
1− δmin(1, log(|t|)−9) we have ζ(s) 6= 0. In the same region with the additional
assumption |s− 1| ≥ 2 we have

ζ ′

ζ
(s)� log(|t|)9.

Proof. Using the Euler product of ζ(s) with the Taylor expansion of the loga-
rithm at 1 we find

ζ(s) = exp

(
−
∑
p

log(1− p−s)

)
= exp

(∑
p

∞∑
k=1

1

k
p−ks

)
.

Taking absolute values, which amounts to taking the real part in the exponential,
we obtain

|ζ(σ + it)| = exp

(∑
p

∞∑
k=1

1

k
p−kσ cos(kt log(p))

)
.

The key observation is the following elementary inequality

3 + 4 cos(x) + cos(2x) = 2(1 + cos(x))2 ≥ 0.

Applying this with x = kt log(p) yields

ζ(σ)3 |ζ(σ + it)|4 |ζ(σ + 2it)| = exp

(∑
p

∞∑
k=1

1

k
p−kσ [3 + 4 cos(kt log(p)) + cos(2kt log(p))]

)
≥ exp(0) = 1.

We conclude that for t > 8 and 1 < σ < 2 we have

|ζ(σ + it)|−1 ≤ ζ(σ)
3
4 |ζ(σ + 2it)|

1
4 � (σ − 1)−

3
4 log(t)

1
4 .

We will now use the estimate

ζ(1 + it)− ζ(σ + it) = −
∫ σ

1

ζ ′(x+ it)dx� |σ − 1| log(t)2.

In particular this yields

|ζ(1 + it)| ≥ C1(σ − 1)
3
4 log(t)−

1
4 − C2(σ − 1) log(t)2.
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By choosing σ appropriately we obtain the estimate

|ζ(1 + it)| � (log(t))−7.

Now taking σ > 1− δ log(t)−9 we again use the same trick to find

|ζ(σ + it)| ≥ (C − C ′δ) log(t)−7.

With this estimates at hand it is easy to complete the proof of the lemma.

We now turn to a slightly different argument and aim to investigate the
slightly more difficult Hurwitz-zeta function

ζ(s, α) =

∞∑
n=1

(n+ α)−s.

Lemma 22. For 0 < α ≤ 1 the function ζ(s, α) has meromorphic continuation
to C. The only pole appears at s = 1, is of order 1 and has residue 1.

Proof. We start by the integral representation

Γ(z) =
1

e(z)− 1

∫
H

tz−1e−tdt,

where H is a path from i+∞ to −1 + i to −1− i to −i+∞. We get

(e(s)− 1)Γ(s)ζ(s, α) =

∞∑
n=1

∫
H

(
t

n+ α

)s
e−t

dt

t

=

∫
H

ts−1

eαt(1− e−t)
dt =

∫
H

ts−1eαt

et − 1
dt.

The right hand side of this formula is holomorphic for all s ∈ C. Looking at
the left hand side reveals that 1

e(s)−1 cancels exactly all the poles of Γ(s) when

s ∈ −N. Thus the claim follows by investigating the behaviour at s = 1. But by
computing residues the integral on the right is easily seen to equal 2πi. Since
e(s)− 1 has residue 1

2πi this concludes the proof.

Lemma 23. For s < 0 and 0 < α ≤ 1 we have

ζ(s, α) =
2Γ(1− s)
(2π)1−s

(
sin(

πs

2
)

∞∑
n=1

cos(2πnα)

n1−s + cos(
πs

2
)

∞∑
n=1

sin(2πnα)

n1−s

)
.

Proof. The statement follows by computing the residues, using

Γ(s)−1 =
sin(πs)

π
Γ(1− s)

and some well known relations between sine and cosine. We leave the details to
the reader.

We define the conductor of a Dirichlet character modulo q to be the smallest
(positive integer) q1 = cond(χ) such that χ(n + q1m) = χ(n) for all n,m. of
course this implies q1 | q. We call the character χ0(n) = δ(n,q)=1 the principal
character modulo q. Further we call χ primitive if χ 6= χ0 and cond(χ) = q.
We define the Gauß sum

τ(χ) =

q∑
a=1

χ(a)e(
a

q
).
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Lemma 24. Let χ be a primitive character modulo q. Then we have

χ(n)τ(χ) =

q∑
p=1

χ(p)e(
np

q
).

Furthermore there is ε(χ) ∈ S1 such that τ(χ) = ε(χ)
√
q.

Proof. For (n, q) = 1 this follows simply by writing

χ(n)τ(χ) =

q∑
p=1

χ(np)e(
p

q
) =

q∑
p=1

χ(p)e(
np

q
). (25)

Suppose n
q = n1

q1
for q1q2 = q with q2 6= 1. Then we compute

q∑
p=1

χ(p)e(
np

q
) =

q∑
p=1

χ(p)e(
n1p

q1
) =

q1∑
y=1


q2∑
u=1

χ(xq1 + y)︸ ︷︷ ︸
=0

 e(
yn1

q1
) = 0.

Thus, we are done since χ(n) = 0 for (n, q) = q2 6= 1.
To prove the second statement we observe that

ϕ(q) |τ(χ)|2 =

q∑
n=1

|χ(n)|2 |τ(χ)|2 =

q∑
n=1

q∑
p1=1

q∑
p2=1

χ(p2)χ(p1)e(
n(p1 − p2)

q
)

=

q∑
p1=1

q∑
p2=1

χ(p2)χ(p1)

q∑
n=1

e(
n(p1 − p2)

q
)︸ ︷︷ ︸

=qδp1≡p2 mod q

= q

q∑
p=1

|χ(p)|2 = ϕ(q)q.

This implies |τ(χ)| = √q and we are done.

We call χ even (resp. odd) if χ(−1) = 1 (resp. χ(−1) = −1). Note that
the lemma above obviously implies

q∑
p=1

χ(p) sin(2π
np

q
) =

{
−iχ(n)τ(χ) if χ is odd,

0 else

and

q∑
p=1

χ(p) cos(2π
np

q
) =

{
χ(n)τ(χ) if χ is even,

0 else.
(26)

Theorem 5. Let χ be a primitive Dirichlet character modulo q, then L(s, χ)
has analytic continuation to C and satisfies the functional equation

Λ(s, χ) = (−i)ρε(χ)Λ(1− s, χ), for Λ(s, χ) = π−
1+ρ
2 q

1+ρ
2 Γ(

1 + ρ

2
)L(s, χ).

Here ρ ∈ {0, 1} such that χ(−1) = (−1)ρ.
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Proof. We observe that

L(s, χ) =

q−1∑
p=1,

(p,q)=1

χ(p)
∑

n∈N,n≡p mod q

n−s

=

q−1∑
p=1,

(p,q)=1

χ(p)
∑
n∈N

(p+ qn)−s = q−s
q−1∑
p=1,

(p,q)=1

χ(p)ζ(s,
p

q
).

Thus Lemma 22 implies an analytic continuation of L(s, χ) to C \{1}. However,
applying character orthogonality and using the fact that χ is non principal we
find that the singularity at s = 1 is liftable.

It remains to prove the functional equation. The principle of analytic con-
tinuation allows us to prove the functional equation for s with <(s) < 0 and
then extend it to the full complex plane. We show the argument for χ even as
the odd case is analogous. Note that combining (26) with Lemma 23 yields

Λ(s, χ) = 2s sin(
πs

2
)
Γ(1− s)Γ( s2 )
√
πΓ( 1−s

2 )︸ ︷︷ ︸
=1

ε(χ)Λ(s, χ).

The Γ-factors are removed by the well known doubling formulae.

In analogy to the Theorem 4 we have the following product expansion for
completed Dirichlet L-functions.

Theorem 6. The completed Dirichlet L-function Λ(s, χ) has no zeros outside
the strip 0 ≤ <(s) ≤ 1 and satisfies

Λ(s, χ) = eA(χ)+B(χ)s
∏

ρ∈N (χ)

(
1− s

ρ

)
e
s
ρ .

The following preliminary bound will be important later on.

Lemma 25. For <(s) > 1− 1
2 log(q) we have

L(s, χ)� |s| log(q) and L′(s, χ)� |s| log(q)2.

Proof. Partial summation shows that

L(s, χ) = s

∫ ∞
1

x−s−1Sχ(x)dx,

with Sχ(x) =
∑
n≤x χ(n). Estimating trivially yields∫ q

1

x−s−1Sχ(x)dx�
∫ q

1

x−σdx� log(q),

for σ ≥ 1− log(q)−1. To estimate the other part we use Sχ(x) ≤ q, which follows
from character orthogonality. Indeed we get∫ ∞

q

x−s−1Sχ(x)dx� q

∫ ∞
q

x−σ−1dx� 1.
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This shows the first claim. The second follows by estimating the Cauchy integral
formula.

Exercise 5. Use the tools of this section to proof the prime number theorem
in the form

π(x) = ]{p ≤ x : prime } =

∫ x

2

du

log u
+O(E(x))

and specify the error E(x). A complete solution to this exercise will be given in
Part 6.
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3 Part 3: Zeros of ζ(s) and L(s, χ)

Recall that N is the set of all zeros s(s−1)Λ(s). This agrees with the (multi)-set
of zeros of ζ(s) in the critical strip 0 < <(s) < 1.14 Similarly the (multi)-set
N (χ) is defined.

We now define

N(T ) = ]{ρ ∈ N : |=(ρ)| ≤ T} and Nχ(T ) = ]{ρ ∈ N (χ) : |=(ρ)| ≤ T}.

Lemma 26. We have

N(T + 1)−N(T − 1)� log(T ) and Nχ(T + 1)−Nχ(T − 1)� log(qT ),

for a primitive Dirichlet character modulo q.

Proof. We apply Jensen’s formula to get∫ 1

0

log(|ζ(2 + iT + re(θ))|)dθ = log(|ζ(2 + iT )|) +
∑
ρ∈N ,

ρ∈Br(2+iT )

log(
r

|ρ|
).

Here we choose r ∈ [3, 4] such that N ∩∂Br(2 + iT ) = ∅. Using a simple bounds

of the form ζ(s)� |=(s)|k for some k > 0 allows us to estimate∑
ρ∈N ,

ρ∈Br(2+iT )

log(
r

|ρ|
)� log(T ).

The proof is complete in combination with the estimate

N(T+1)−N(T−1) ≤ ]{ρ ∈ N : |=(ρ)− T | ≤ 1} ≤ log(
r√
5

)
∑
ρ∈N ,

ρ∈Br(2+iT )

log(
r

|ρ|
).

The proof for Dirichlet L-functions is similar, the only difference being that
the estimate L(s, χ)� |q=(s)|k is used for some k > 0.

Corollary 2. We have

N(T )� T log(T ) and Nχ(T )� T log(qT ).

Lemma 27. We have

ζ ′

ζ
(s)−δ<(s)∈[−1,2],

|=(s)|≥1

∑
ρ∈N ,

|=(s−ρ)|<1

1

s− ρ
�


1 if <(s) ≥ 2,

log(|s|) if <(s) ≤ 1, |s+ 2m| > 1
4 for all m ∈ N,

1 + log(|s|) if − 1 ≤ <(s) ≤ 2, |=(s)| ≥ 1.

Proof. We do the different cases separately. First, for <(s) ≥ 2 we have

ζ ′

ζ
(s) ≤

∑
n≥1

log(n)n−2 � 1.

14If ρ is a zero with multiplicity m, then it will appear m times in N .
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If <(s) ≤ −1, we put s = 1− s′ and apply functional equation to get

ζ ′

ζ
(s) = − log(2π)− π

2
tan(

πs′

2
) +

Γ′

Γ
(s′) +

ζ ′

ζ
(s′).

The claimed bound follows by using Stirling’s formula.
We turn towards the final range. Using the product formula and Stitling’s

formula reveals

ζ ′

ζ
(s) = B +

∑
ρ∈N

(
1

s− ρ
+

1

ρ

)
+O(log(|=(s)|)).

From this we derive

ζ ′

ζ
(s) =

∑
ρ∈N

(
1

s− ρ
− 1

2 + it− ρ

)
+
ζ ′

ζ
(2 + it) +O(log(|=(s)|)).

We write ρ′ = 2 + it− ρ. First we trivially estimate ζ′

ζ (2 + it)� 1 and∑
|=(ρ′−s)|≤1

|ρ′|−1 � log(|=(s)|).

Finally we assume |=(ρ− s)| > 1. Then |s− ρ| � |=(s− ρ)| and

1

s− ρ
− 1

ρ′
=

2− σ
(s− ρ)(2 + it− ρ)

� |=(s− ρ)|−2
.

We now finally estimate

∑
|=(ρ−s)|>1

(
1

s− ρ
− 1

ρ′

)
=
∑
n∈N

∑
|=(s)|+n≤|=(ρ)|<|=(s)|+n+1

(
1

s− ρ
− 1

ρ′

)
�
∑
n∈N

[N(|=(s)|+ n+ 1)−N(|=(s)|+ n)]n−2 �
∑
n∈N

n−2 log(|=(s)|+ n)

� log(|=(s)|).

This completes the proof.

Remark 2. Similarly one can prove the following estimate for the logarithmic
derivative of Dirichlet L-functions.

L′

L
(s, χ)− δ |s|≤ 1

2 ,
χ(−1)=1

1

s
− δ<(s)∈[−1,2],

|=(s)|≥1

∑
ρ∈N (χ),
|=(s−ρ)|<1

1

s− ρ

�


1 if <(s) ≥ 2,

log(q |s|) if <(s) ≤ 1, |s+ 2m| > 1
4 for all m ∈ N,

log(q(2 + |=(s)|)) if − 1 ≤ <(s) ≤ 2, |=(s)| ≥ 1.

(27)

Here χ is a primitive Dirichlet character modulo q.
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Theorem 7. Let x > 2 and define

〈x〉 = min{
∣∣x− pk∣∣ : p prim , k ∈ N, x 6= pk}.

We have

ψ(x)− δx∈NΛ(n) = x−
∑
ρ∈N ,
|=(ρ)|<T

xρ

ρ
− ζ ′

ζ
(0)− 1

2
log(1− x−2)

+O

(
x

T
log(xT )2 + log(x) min(1,

x

T 〈x〉
)

)
.

Proof. Put c = 1 + log(x)−1 and apply Lemma 18 to get∣∣∣∣ψ(x)− δx∈NΛ(n) +
1

2πi

∫ c+it

c−iT

ζ ′

ζ
(s)

xs

s
ds

∣∣∣∣ <∑
n 6=x

Λ(n)
(x
n

)c
min(1, (T

∣∣∣log(
x

n
)
∣∣∣)−1)+δx∈Nc

Λ(x)

T
.

We have to estimate this error carefully. We start by considering x 6∈ [ 1
2x, 2x],

such that
∣∣log( xn )

∣∣� 1. This terms can at most contribute

∑
n 6∈[ 12x,2x]

Λ(n)
(x
n

)c
� x

T

∣∣∣∣ζ ′ζ (1 + log(x)−1)

∣∣∣∣� x

T
log(x).

This absorbs of course the term δx∈Nc
Λ(x)
T . To estimate x ∈ ( 1

2x, x) we set
x1 = max{pk : pk < x}. Without loss of generality we can assume x1 >

1
2x. We

compute

log(
x

x1
) = − log(1− x− x1

x
) ≥ x− x1

x
≥ 〈x〉

x
.

With this at hand we get

Λ(x1)

(
x

x1

)c
min(1, (T

∣∣∣∣log(
x

x1
)

∣∣∣∣)−1)� log(x) min(1,
x

T 〈x〉
).

For other n ∈ ( 1
2x, x1) we write x = x1 − v. One checks that log( xn ) ≥ v

x1
. This

yields∑
1
2x<n<x1

Λ(n)
(x
n

)c
min(1, (T

∣∣∣log(
x

n
)
∣∣∣)−1)�

∑
v≤ 1

2x

Λ(x1 − v)
x1

Tv
� x

T
(log(x)).

Since Λ(n) = 0 for all x1 < n < x by construction of x1 this completes the
estimation to the contribution from ( 1

2x, x). The part (x, 2x) is done similarly.
Altogether we have seen that

ψ(x)−δx∈NΛ(x) = − 1

2πi

∫ c+iT

c−iT

ζ ′

ζ
(s)

xs

s
ds+O

(
x

T
log(xT )2 + log(x) min(1,

x

T 〈x〉
)

)
.

It remains to appropriately manipulate the contour integral. We start by
computing residues. If ρ is a zero of ζ(s), then

res
s=ρ

ζ ′

ζ
(s)

xs

s
=
xρ

ρ
.
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Note that ρ is in N or an even negative integer.

res
s=0

ζ ′

ζ
(s)

xs

s
=
ζ ′

ζ
(0) and res

s=0

ζ ′

ζ
(s)

xs

s
= −x.

Without loss of generality we assume that there is no ρ ∈ N with =(ρ) = T .
Applying the residual theorem we find

− 1

2πi

∫ c+iT

c−iT

ζ ′

ζ
(s)

xs

s
ds = x− ζ ′

ζ
(0)−

∑
ρ∈N ,
|=(ρ)|<T

xρ

ρ
+
∑

m≤ 1
2U

x−2m

2m

− 1

2πi

∫ −U+iT

−U−iT

ζ ′

ζ
(s)

xs

s
ds+

1

2πi

∫ c−iT

−U−iT

ζ ′

ζ
(s)

xs

s
ds− 1

2πi

∫ c+iT

−U+iT

ζ ′

ζ
(s)

xs

s
ds.

It remains to estimate the contribution of the remaining integrals. We will then
take U →∞ through odd integers. Trivial bounds suffice to get

1

2πi

∫ −U+iT

−U−iT

ζ ′

ζ
(s)

xs

s
ds� log(U)

U
x−UT.

Let us consider the remaining two integrals for T ′ ∈ [T − 1, T + 1] with the
property that |=(ρ)− T | � log(T )−1. Such a T ′ always exists due to Lemma 26.
Of course we have the estimate

ζ ′

ζ
(σ + iT ′)�

∑
|=(ρ)−T ′|<1

1

|s− ρ|
+ log(T ′)� log(T ′)2.

Thus we find that

1

2πi

∫ c±iT

−U±iT

ζ ′

ζ
(s)

xs

s
ds�

∫ c

−1

xσ

|σ ± iT ′|
log(T ′)2dσ +

∫ −1

−U
log(|σ ± iT ′|) xσ

|σ ± iT ′|
dσ

� log(T ′)2

T ′

∫ c

−∞
xσdσ � log(T )2

T

x

log(x)
.

By shifting the lines of integration from T to T ′ one picks up other residues
which contribute ∑

|=(ρ)|∈[T,T ′]

xρ

ρ
� x

T
log(T ).

Collecting all the errors together the theorem follows.

The same argument works for Dirichlet L-functions. However, the residue
computations are slightly different. The result is the following.

Theorem 8. Let ψχ(x) =
∑
n≤x χ(n)Λ(n). Then, for x > 2 and a primitive

Dirichlet character χ modulo q, one has

ψχ(x)−δx∈Nχ(n)Λ(n) = −
∑

ρ∈N (χ),
|=(ρ)|<T

xρ

ρ
−∆(x)+O

(
x

T
log(xqT )2 + log(x) min(1,

x

T 〈x〉
)

)
.

Where

∆(x) =

{
− log(x)−B(χ) +

∑∞
m=1

x−2m

2m if χ is even,

−L
′

L (0, χ) +
∑∞
m=1

x1−2m

2m−1 if χ is odd.
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After having seen some preliminary results on zeros in boxes we now turn
to the distribution of zeros close to the line <(s) = 1.

Theorem 9 (Standard zero-free region). There is a constant C > 0 such that
for all ρ ∈ N we have

<(ρ) < 1− C min(1, log(=(ρ))−1).

Proof. We start by the same inequality used in the proof of lemma 21 to find

<
(
−3

ζ ′

ζ
(σ)− 4

ζ ′

ζ
(σ + it)− ζ ′

ζ
(σ + 2it)

)
=

∞∑
n=1

Λ(n)n−σ(3 + 4 cos(t log(n)) + cos(2t log(n))) ≥ 0. (28)

First we observe that the existence of the pole ensures that

−ζ
′

ζ
(σ) <

1

σ − 1
+ c,

for some large c. By making c larger if necessary we find

<(−ζ
′

ζ
(s)) = −

∑ 1

<(s− ρ)
+O(log(|s|)) < −<

(
1

s− ρ0

)
+c log(|s|) < c log(|s|).

in the region 1 < <(s) < 2 and t ≥ 1. Here we used that since <(s) > 1 we
must have <(s− ρ) > 0 for all zeros ρ.

Zeros with 0 ≤ =(ρ) ≤ 1 are easily excluded as in the proof of Lemma 21.
Exploiting symmetry we can assume that =(ρ) > 1. From the considerations
above we get

0 ≤ 3

σ − 1
− 4

σ −<(ρ)
+ C log(t+ 2).

This is valid for some suitable constant C and all zeros ρ = β + it. Choosing
σ = 1 + δ

log(t+2) we get

<(ρ) < 1 +
δ

log(t+ 2)
− 4δ

(3 + Cδ) log(t+ 2)
.

Choosing δ = 1
3C completes the proof.

We now turn towards the slightly more difficult situation of Dirichlet L-
functions. Here the result is as follows.

Theorem 10. Let c > 0 be sufficiently small and χ 6= χ0 be a character modulo
q. Suppose L(s, χ) has a zero s0 with

<(s0) ≥ 1− c

log(q(|=(s0)|+ 2))
,

then χ is a real character, the zero is simple, real and unique.
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Proof. We start by showing the normal zero-free region for complex characters
χ2 6= χ0. The argument starts by writing

<(χ(n)e−it log(n)) = cos(αn) and <(χ2(n)e−2it log(n)) = cos(2αn).

The by now familiar argument shows

−3
L′

L
(σ, χ0)− 4<(

L′

L
(σ + it, χ))−<(

L′

L
(σ + 2it, χ2)) ≥ 0. (29)

Of course we have the estimate

−L
′

L
(σ, χ0) ≤ −ζ

′

ζ
(σ) <

1

σ − 1
+A.

Now let ρ ∈ N (χ) and set t = =(ρ). For 1 < σ < 2 we use (27) and drop all the
irrelevant terms to get

−<(
L′

L
(σ + it, χ)) < A log(q(|t|+ 2))− 1

σ −<(ρ)
.

For the final case we use the bound

−<(
L′

L
(σ + 2it, χ2)) < A log(q(|t|+ 2)).

Note that if χ2 is not primitive one needs to artificially insert the missing Euler-
factors. However, their contribution is easily handled. Combining our 3 bounds
we get

4

σ −<(ρ)
<

3

σ − 1
+ 8A log(q(|t|+ 2)).

We choose σ = 1 + δ log(q(|t|+ 2))−1 to find

1−<(ρ) >
δ

log(q(|t|+ 2))

(
4

8Aδ + 3
− 1

)
.

By choosing δ accordingly we conclude this case.
We turn towards χ2 = χ0. If we want to use the same argument as above

we need to replace the bound for −L
′

L (σ + 2it, χ2) in (29). After handling the
missing Euler factors we find

−<(
L′

L
(σ + 2it, χ0)) = −<(

ζ ′

ζ
(σ + 2it)) +O(log(q))

< <
(

1

σ − 1 + sit

)
+A log(q(|t|+ 2)).

Thus, the usual argument provides the bound

4

σ −<(ρ)
<

3

σ − 1
+ <

(
1

σ − 1− 2it

)
+ 8A log(q(|t|+ 2)),

where σ > 1 and t = =(ρ). Suppose that |t| > δ
log(q(|t|+2)) , then

<
(

1

σ − 1− 2it

)
=

σ − 1

(σ − 1)2 + 4t2
≤ 1

5δ
log(q(|t|+ 2)).
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With this at hand we find

1−<(ρ) >
4− 40Aδ

16 + 40Aδ
· δ

log(q(|t|+ 2))
.

Therefore, up to choosing suitable δ, we established the zero-free region for real
characters as long as =(ρ) > δ log(q)−1.

It remains to show that L(s, χ) has at most a unique, real zero in the region
=(s) ≤ δ log(q)−1, <(s) > 1− δ

log(q) . To do so we consider

−L
′

L
(σ, χ) < A log(q)−

∑
=(ρ)<1

1

σ − ρ
.

Note that this inequality only makes sense because both sides are real. Indeed
this is obvious for −L

′

L (σ, χ) and for the sum over zeros this follows since ρ ∈
N (χ) implies ρ ∈ N (χ). If we write ρ = β + iγ. If γ > 0, then

1

σ − ρ
+

1

σ − ρ
=

2(σ − β)

(σ − β)2 + γ2
> 0.

We get the upper bound

−L
′

L
(σ, χ) < A log(q)− 2(σ − β)

(σ − β)2 + γ2
.

To complement this we compute

−L
′

L
(σ, χ) =

∑
n

χ(n)Λ(n)n−σ ≥ −
∑
n

Λ(n)n−σ =
ζ ′

ζ
(σ) > − 1

σ − 1
−A.

We conclude that

− 1

σ − 1
< 2A log(q)− 2(σ − β)

(σ − β)2 + γ2
< 2A log(q)− 8

5(σ − β)
.

Here the last inequality holds for δ < 1, γ ≤ δ log(q)−1 and σ = 1 + 2δ log(q)−1.
One easily deduces β < 1 − δ log(q)−1. It remains the possibility that there
are real zeros in the region. Suppose β1 ≤ β2 are two such zeros. The same
argument as above now shows the inequality

− 1

σ − 1
< 2A log(q)− 2σ − β1 − β2

(σ − β1)(σ − β2)
.

From this it follows that at most one of the zeros β1 and β2 lies in the desired
region.

If a real character χ has such zero in the region described in the theorem, we
call it exceptional character and refer to the (unique) zero as exceptional
zero.

Theorem 11 (Landau). Suppose χ1 and χ2 are two exceptional characters and
with corresponding exceptional zeros β1 and β2, then

min(β1, β2) < 1− C

log(q1q2)
,

for sufficiently small C > 0.
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Proof. By looking at the corresponding Dirichlet series we get

−ζ
′

ζ
(σ)−L

′

L
(σ, χ1)−L

′

L
(σ, χ2)−L

′

L
(σ, χ1χ2) =

∞∑
n=1

Λ(n)n−σ(1+χ1(n))(1+χ2(n)) ≥ 0.

Since χ1χ2 is not the principal character we can estimate

−L
′

L
(σ, χ1χ2) < A log(q1q2).

For the other logarithmic derivatives we have the usual estimates and derive the
inequality

1

σ − β1
+

1

σ − β2
<

1

σ − 1
+ 3A log(q1q2)

in the usual way. Put σ = 1 + δ log(q1q2)−1 for sufficiently small δ and assume
β1 ≤ β2. Then it follows that β1 ≤ 1− C

log(q1q2) .

Corollary 3 (Page). Let C be as in Theorem 11 and Q ≥ 3. Then there is at
most one real primitive Dirichlet character χ modulo q with q ≤ Q such that
L(s, χ) has a real zero β ∈ (1− C

2 log(Q) , 1].

Proof. Suppose χ1, χ2 are two such characters. Then we have

βi > 1− C

2 log(Q)
≥ 1− C

log(q1q2)
.

However, this is a contradiction to Theorem 11.

We say q > 1 is a good modulus if L(s, χ) 6= 0 for all characters χ mod q
and all s = σ + it such that

σ > 1− C

log(q(|t|+ 1))
.

Lemma 28. There is a constant C > 0 such that there are arbitrarily large
z ∈ R such that P (z) =

∏
p<z p is a good modulus.

Proof. Let C1 be the constant given by Corollary 3. Given x1 w will construct
x ≥ x1 with P (x) good. This goes as follows. First, if P (x1) is good, then we are
done. Otherwise there is exactly one exceptional character χ0 with exceptional
zero β > 1 − C1

log(P (x1)) . Note that by the prime number theorem we have

log(P (x)) ∼ x, so that we can find x satisfying

C1/2

log(P (x))
< 1− β < C1

log(P (x))
.

Since P (x1) | P (x) we can view χ0 as character modulo P (x) and it is still the
only exceptional character (with respect to C1). Thus, P (x) must be good for
C = C1

2 .

Theorem 12 (Siegel). For every ε > 0 there is a constant C1 = C1(ε) such
that the following holds. Suppose β is a real zero of L(s, χ) for a real character
χ modulo q, then β < 1− C1q

−ε.
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Proof. By Lemma 25 it suffices to show that L(1, χ) > C(ε)q−ε for primitive
real characters χ modulo q.

Take two distinct real characters χ1, χ2 and define

F (s) = ζ(s)L(s, χ1)L(s, χ2)L(s, χ1χ2).

Note that F (s) = Df (s) for f = ε?χ1?χ2?χ1χ2. Multiplying the Euler-products
we find that

log(F (s)) =
∑
p

∞∑
k=1

p−ks

k
(1 + χ1(pk))(1 + χ2(pk)).

In particular we observe that f(1) = 1 and f(n) ≥ 0 for all n ∈ N.
From the analytic properties of ζ(s) and Dirichlet L-functions we conclude

that F (s) is holomorph in C \{1} with

λ = res
s=1

F (s) = L(1, χ1)L(1, χ2)L(1, χ1χ2).

Let us expand

F (s) =

∞∑
k=0

bk(2− s)k.

in a convergent Taylor expansion at s = 2. Due to the pole at s = 1 the radius
of convergence is 1. We compute the coefficients

bk =
(−1)k

k!

∞∑
n=1

(− log(n))k
f(n)

n2
≥ 0.

We can write (s− 1)−1 = (1− (2− s))−1 and use the geometric series to find

F (s)− λ

s− 1
=

∞∑
k=0

(bk − λ)(2− s)k.

The left hand side is holomorphic in C. This is implies that the right hand side
must converge everywhere. We obtain the useful estimate

(−1)k(bk − λ) =
1

2πi

∫
∂B 3

2
(2)

F (s)− λ(s− 1)−1

(s− 2)k+1
ds�

(
2

3

)k
(q1q2)2.

With this at hand we can truncate the Taylor expansion at some large constant
K. For real 7

8 < s < 1 this yields

F (s)− λ

s− 1
≥ 1− λ

K−1∑
k=0

(2− s)k − 4A(q1q2)2

(
3

4

)K
.

We choose K such that 3
8 ≤ 4A(q1q2)2( 3

4 )K < 1
2 . In particular this implies

K ≤ 8 log(q1q2) + c1. Computing the geometric series shows

F (s) ≥ 1

2
− λ (2− s)K

1− s
≥ 1

2
− ec1λ

1− s
(q1q2)8(1−s). (30)
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This is the key inequality that drives the proof.
If there is a real character χ with a real zero β ∈ [1− ε

16 , 1) then we put χ1 = χ
and β1 = β. In this case we have F (β1) = 0 for all χ2. Otherwise we choose
β1 ∈ [1 − ε

16 , 1) and χ1 real arbitrary. Observe that ζ(β) < 0 but L(β1, χ1),
L(β1, χ2) and L(β1, χ1χ2) are positive by construction (they are positive at 1
and there is no zero between β1 and 1). Thus in this case F (β1) < 0. In any
case we conclude that

F (β1) ≤ 0.

Inserting this in (30) we get

cλ >
1

2
(1− β1)(q1q2)−8(1−β1).

For fixed χ1 and β1 we have

λ ≤ A log(q1) log(q1q2)L(1, χ2).

We deduce that
L(1, χ) > Cq

−8(1−β1)
2 log(q2)−1.

The claimed inequality follows from 8(1− β1) < 1
2ε.

Remark 3. How strange these possible exceptional zeros are can be seen from
the so called exceptional-zero-repulsion, which states the following. Suppose β =
1 − δ is the unique exceptional zero in σ > 1 − c1

log(T ) belonging to a Dirichlet

L-function of conductor q ≤ T , then the zero free region can be widened to

σ > 1− c2
log(T )

log(
ec1

δ log(T )
), |t| ≤ T, (31)

for δ log(T )→ 0 and β is still the only exception.

Exercise 6. Use the tools developed in this section to prove the Siegel theorem
about primes in arithmetic progressions, which states

π(x; a, q) = ]{p ≤ x : p ≡ a mod q, p prime } ∼ 1

ϕ(q)

∫ x

2

du

log(u)
.

What can you say about the error term? This exercise will be resolved in Part 6.
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4 Part 4: Exponential sums and refined proper-
ties of ζ(s)

In this section we will get to know two methods to treat exponential sums. We
will apply the first one to derive an approximation to the Riemann zeta function.
The second one will be used to derive an extended zero free region for ζ(s).

Lemma 29. Let F ∈ C1([a, b]) and G ∈ C([a, b]). Suppose that F ′(x) 6= 0 for
x ∈ [a, b]. If G

F ′ is monotone, then we have∣∣∣∣∣
∫ b

a

eiF (x)G(x)dx

∣∣∣∣∣ ≤ 4

∣∣∣∣ G(a)

F ′(a)

∣∣∣∣+ 4

∣∣∣∣ G(b)

F ′(b)

∣∣∣∣ .
Proof. Without loss of generality we can assume F ′(x) > 0. If Φ is the inverse
of F , then we have Φ′(y) = F ′(Φ(y))−1. Substituting x = Φ(y) we get∫ b

a

eiF (x)G(x)dx =

∫ F (b)

F (a)

eiy
G(Φ(y))

F ′(Φ(y))︸ ︷︷ ︸
H(y)

dy.

Note that H is monotone, say increasing. Put c = F (a) and d = F (b). Using
the mean value theorem we get

<

(∫ d

c

eiyH(y)dy

)
= H(c)

∫ x

c

cos(y)dy +H(d)

∫ d

x

cos(y)dy.

Using the analogous equality for the imaginary part and estimating trivially
gives the result.

Another useful integral estimate goes as follows.

Lemma 30. Let F ∈ C2([a, b]) and suppose F ′′(x) ≤ −r < 0. Then F ′ has
at most one zero c ∈ [a, b]. Take another function G ∈ C1([a, b]) such that

|G(x)| ≤M and G(t)
F ′(t) is monotone for t 6= c. We get∣∣∣∣∣

∫ b

a

eiF (x)G(x)dx

∣∣∣∣∣ ≤ 12M√
r
.

Proof. Suppose c exists and fix δ > 0. We define K1 = [a, c−δ], K2 = [c−δ, c+
δ] ∩ [a, b] and K3 = [c+ δ, b]. We decompose the integral in the pieces

Ij =

∫
Kj

eiF (x)G(x)dx.

We first estimate

|F ′(x)| =
∣∣∣∣∫ c

x

F ′′(t)dt

∣∣∣∣ ≥ r(c− x) ≥ rδ,

for x ∈ K1. Thus, by the lemma above we estimate |I1| ≤ 8M
rδ . The same

method can be applied to I3. We estimate I2 trivially by

|I2| ≤ 2δM.

The claim follows by δ = r−
1
2 . The case when c does not exist in [a, b] is even

easier.
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Lemma 31 (Euler’s summation formula). We have

∑
a<n≤b

F (n) =

∫ b

a

F (ξ)dξ +

∫ b

a

({ξ} − 1

2
)F ′(ξ)dξ

+ ({a} − 1

2
)F (a)− ({b} − 1

2
)F (b).

Proof. By partial summation we get∑
a<n≤b

F (n) = bbcF (b)− bacF (a)−
∫ b

a

F ′(ξ)bξcdξ

= bbcF (b)− bacF (a) +

∫ b

a

F ′(ξ)(ξ − bξc − 1

2
)dξ −

∫ b

a

(ξ − 1

s
)F ′(ξ)dξ.

The result follows by partially integrating the last integral.

Lemma 32. For α 6∈ Z we have

{α} − 1

2
=

∑
06=|m|≤M

e(−mα)

2πim
+O(

1

M‖α‖
).

Proof. Without loss of generality we assume 0 < α ≤ 1
2 . We observe that, for

m 6= 0, we have ∫ 1
2

α

e(−mt)dt =
(−1)m+1

2πim
+
e(−αm)

2πim
.

Summing up this identity and completing the geometric series in the integral
yields∑

06=|m|≤M

e(−mα)

2πim
− α+

1

2
=

∫ 1
2

α

∑
|m|≤M

e(mt)dt =

∫ 1
2

α

sin((2M + 1)πt)

sin(πt)
dt.

By the mean value theorem we get∑
0 6=|m|≤M

e(−mα)

2πim
− α+

1

2
=

∫ ξ

α

sin((2M + 1)πt)

sin(πα)
dt.

This implies the result by estimating the integral trivially and using the bound
sin(πα)−1 ≤ ‖α‖−1.

This lemma shows that we have the Fourier series∑
m6=0

e(−mα)

2πim
=

{
{α} − 1

2 if α 6∈ Z,
0 else,

(32)

when the terms of opposite sign are always summed together. One can further
refine the bound∑

06=|m|≤M

e(−mα)

2πim
− α+

1

2
=

∫ 1
2

α

sin((2M + 1)πt)

sin(πt)
dt

=

∫ 1
2

α

sin((2M + 1)πt)

πt
dt+

∫ 1
2

α

sin((2M + 1)πt)

(
1

sin(πt)
− 1

πt

)
dt
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and see that the partial sums are uniformly bounded by treating the integrals
trivially.

Proposition 2 (Van der Corput summation). Let η > 0. Further take f, g ∈
C1([a, b]) such that f ′, g and |g′| are monotone decreasing and g ≥ 0. We have

∑
a<n≤b

g(n)e(f(n)) =
∑

f ′(b)−η<h<f ′(a)+η

∫ b

a

g(x)e(f(x)− hx)dx

+Oη(|g′(a)|+ g(a) log(|f ′(a)|+ |f ′(b)|+ 2)).

Proof. We apply Euler’s summation formula and insert the Fourier series for
{α} − 1

2 . This leads to

∑
a<n≤b

g(n)e(f(n)) =

∫ b

a

g(x)e(f(x))dx+

∫ b

a

∑
m 6=0

e(−mα)

2πim

 d

dx
(g(x)d(f(x)))dx+O(g(a))

=

∫ b

a

g(x)e(f(x))dx+
∑
m6=0

1

m

(∫ b

a

f ′(x)g(x)e(f(x)−mx)dx︸ ︷︷ ︸
=I1(m)

+
1

2πi

∫ b

a

g′(x)e(f(x)−mx)dx︸ ︷︷ ︸
=I2(m)

)
+O(g(a)).

Here interchanging summation and integration is justified due to the conver-
gence properties discussed above. We partially integrate I1 and find

I1(m) = − 1

2πi
I2(m) +m

∫ b

a

f(x)e(f(x)−mx)dx+O(g(a)).

The integral
∫ b
a
g(x)e(f(x))dx can either be included in the sum if f ′(b) − η ≤

0 ≤ f ′(a) + η or it can simply be estimated by O(g(a)). Thus we get

∑
a<n≤b

g(n)e(f(n)) =
∑

f ′(b)−η<h<f ′(a)+η

∫ b

a

g(x)e(f(x)− hx)dx

+O

(
g(a)+

∑
f ′(b)−η<h<f ′(a)+η,

h 6=0

g(a)

h
+

∑
h∈Z \{0},

h6∈(f ′(b)−η,f ′(a)+η)

|I1(h)|
|h|

+
∑

h∈Z \{0},
h6∈(f ′(b)−η,f ′(a)+η)

|I2(h)|
|h|

)
.

We only have to treat the error term. Of course only the terms involving the
integrals I1(h) and I2(h) are non-trivial.Without loss of generality we assume
h ≥ f ′(a) + η and f ′(b) > 0 (the other case works analogous). We start by
estimating I1(h). By Lemma 29 we get

I1(h)�
∣∣∣∣g(a)f ′(a)

f ′(a)− h

∣∣∣∣ .
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This implies∑
h≥f ′(a)+η,

h6=0

|I1(h)|
|h|

� g(a)
∑

0<h≤2|f ′(h)|

1

h
+ g(a)

∑
h>|f ′(a)|

|f ′(a)|
h2

� g(a) log(|f ′(a)|+ |f ′(b)|+ 2).

Finally we deal with the I2(h) terms. here we only show how to treat <(I2(h))
as the imaginary part works similar. We start by observing that

<(I2(h)) = −
∫ b

a

|g′(x)| cos(2π(f(x)−hx))dx = g′(a)

∫ ξ

a

cos(2π(f(x)−hx))dx

� 1

|h|
+

1

|h|
· |f ′(a)|
|f ′(a)−m|

.

The final estimate can be seen by partial integration applied to the remaining
integral. We conclude that∑

h≥f ′(a)+η,
h6=0

|I1(h)|
|h|

� |g′(a)|
∑
m 6=0

1

|h|2
� |g′(a)| .

Corollary 4. We have

N∑
n=1

n−it � N

t
+ t

1
2 log(t).

Proof. The claimed bound follows from

∑
M≤n≤2M

mit �

{
M
t if 1 ≤ t < 5M,√
t if g ≥ 5M.

We use the just developed van der Corput summation formula to find∑
M≤n≤2M

mit =
∑

t
4πM−η<k<

t
2πM +η

∫ 2M

M

e(f(x)− kx)dx+O(log(2 +
t

M
)),

for f(x) = t
2π log(x) and η = 1

20 .
If t ≤ 5M , then the k-sum only contains the term k = 0. This term can be

bounded by applying Lemma 29 and f ′(x)� t
M .

If t ≥ 5M , we observe

d2

dx2
(f(x)− kx) = f ′′(x) < 0 and |f ′′(x)| � tM−2.

Thus according to Lemma 30 we can estimate the integral by � Mt−
1
2 . The

bound follows by summing over admissible k.

We now turn towards the so called approximate functional equation. This
is a tool similar to (24) but in practice it works much better.
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Proposition 3 (Approximate functional equation). Let s = σ + it with 0 <
σ < 1. For xy = t

2π we have

ζ(s) =
∑
n≤x

n−s +
(2π)s

2 cos(πs2 )Γ(s)

∑
n≤y

ns−1 +O((x−σ + t
1
2−σyσ−1) log(t)).

This formula exists in many forms. Normally a smooth version is stated
which holds for a wide class of L-functions including all L(s, χ). For our purposes
this formula will suffice.

Proof. We apply van der Corput’s summation formula with g(z) = z−σ and
f(z) = − t

2π log(z) and get

∑
x<n≤N

n−s =
∑

t
2πN−η<h<y+η

∫ N

x

e(ξh)ξ−sdξ +O(x−σ log(
t

x
+

t

N
+ 2)).

We take η = 1
4 , N > t and assume y to be a half-integer. Then the h-sum

ranges from 0 to y − 1
2 . Note that the term h = 0 can be computed explicitly.

With (24) we have

ζ(s) =
∑
n≤x

n−s +

y− 1
2∑

h=1

∫ N

x

e(ξh)ξ−sdξ − x1−s

1− s
+O(

t

σ
N−σ + x−σ log(t)).

We make several observations. First,∣∣∣∣ x1−s

1− s

∣∣∣∣� x1−σ

t
� x−σ

can be absorbed in the error. Second, due to the lemma above, we have∫ ∞
N

ξ−se(ξh)dξ � N−σ

h− t
2πN

� N−σh−1.

Finally we get∫ x

0

ξ−se(ξh)dξ =
x1−s

1− s
e(xh)− 2πih

1− s

∫ x

0

ξ1−se(ξh)dξ � x1−σt−1 +
h

t
· x1−σ

h− t
2πx

.

With this we can enlarge the Fourier integrals from [x,N ] to [0,∞). Now they
can be evaluated. Indeed we have∫ ∞

0

e(ξh)ξ−sdξ = (−2πih)s−1Γ(1− s).

Putting all of these together and treating the error trivially we get

ζ(s) =
∑
n≤x

n−s + (−2πi)s−1Γ(1− s)
∑
h≤y

hs−1 +O(x−σ log(t) +
t

σ
N−σ).

Here we can take N → ∞ and simplify the error term accordingly. Using a
standard functional equation for the Gamma function we also find

(−2πi)s−1Γ(1− s) =
(2π)s

s cos(πs2 )Γ(s)
(1 +O(e−πt))
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this gives the formula stated under the assumption that y is a half-integer.
To remove this final restriction we argue as follows. First, if y ≥ x we can

simply replace y by byc + 1
2 and adjust x according to xy = t

2π . The error we
make with this replacements is � x−σ. If y < x We can exchange the roles of x
and y an apply the just established formula for ζ(1− s). The claim then follows
from the functional equation.

We will now refine our machinery to estimate sums of the form

Sf =

b∑
n=a+1

e(f(n)).

Lemma 33. Suppose f ∈ C2([a, b]) and 0 < λ2 ≤ |f ′′(x)| ≤ hλ2. Then∑
a<n≤b

e(f(n))� h(b− a)λ
1
2
2 + λ

− 1
2

2 .

Proof. Without loss of generality we can assume f ′′(x) < 0. Then the result
follows from the van der Corput summation formula and Lemma 30.

Lemma 34. For q ≤ b− a we have

∑
a<n≤b

e(f(n))� b− a
q

1
2

+

b− a
q

q−1∑
r=1

∣∣∣∣∣∣
∑

a<n≤b−r

e(f(n+ r)− f(n)

∣∣∣∣∣∣
 1

2

.

Proof. We have∣∣∣∣∣∣
∑

a<n≤b

e(f(n))

∣∣∣∣∣∣ =
1

q

∣∣∣∣∣∣
∑

a−q<n≤b−1

q∑
m=1

e(f(m+ n))

∣∣∣∣∣∣
≤ 1

q

∑
a−q<n≤b−1

∣∣∣∣∣
q∑

m=1

e(f(m+ n))

∣∣∣∣∣
≤ 1

q

(b− a+ q)︸ ︷︷ ︸
2(b−a)

∑
a−q<n≤b−1

∣∣∣∣∣
q∑

m=1

e(f(m+ n))

∣∣∣∣∣
2


1
2

.

By expanding the square we get∣∣∣∣∣
q∑

m=1

e(f(m+ n))

∣∣∣∣∣
2

= q+
∑
µ<m

e(f(m+n)−f(µ+n))+
∑
m<µ

e(f(µ+n)−f(m+n)).
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Thus, summing this over n yields∣∣∣∣∣
q∑

m=1

e(f(m+ n))

∣∣∣∣∣
2

= (b− a+ q)q + 2

∣∣∣∣∣∑
n

∑
µ<m

e(f(m+ n)− f(µ+ n))

∣∣∣∣∣
= (b− a+ q)q + 2

∣∣∣∣∣∣
q−1∑
r=1

(q − r)
∑

a<ν≤b−r

e(f(ν + r)− f(ν))

∣∣∣∣∣∣
≤ 2(b− a)q + 2q

q−1∑
r=1

∣∣∣∣∣∣
∑

a<ν≤b−r

e(f(ν + r)− f(ν))

∣∣∣∣∣∣ .
In the middle step we put ν = µ + n and r = m − ν. Using this in our first
inequality yields

∣∣∣∣∣∑
n

e(f(n))

∣∣∣∣∣ ≤ 1

q

4(b− a)2q + 4(b− a)q

q−1∑
r=1

∣∣∣∣∣∣
∑

a<ν≤b−r

e(f(ν + r)− f(ν))

∣∣∣∣∣∣
 1

2

.

This easily implies the statement.

Proposition 4 (kth Derivative Test). Let f ∈ Ck([a, b],R) for k ≥ 2. Suppose
λk ≤

∣∣f (k)(x)
∣∣ ≤ hλk. Then, for b− a ≥ 1 and K = 2k−1 we have∑

a<n≤b

e(f(n))� h
2
K (b− a)λ

1
2K−2

k + (b− a)1− 2
K λ
− 1

2K−2

k .

The implicit constant is independent of k.

Proof. Note that the statement is trivial if λk ≥ 1. Thus we assume the contrary.
Note that for k = 2 we already established the result above. Thus we argue by
induction on k.

Put g(x) = f(x+ r)− f(x). Then we have

g(k−1)(x) = f (k−1)(x+ r)− f (k−1)(x) = rf (k)(ξ),

for some ξ ∈ [x, x+ r]. Thus, by induction hypothesis, we have∣∣∣∣∣∣
∑

a<n≤b−r

e(f(n))

∣∣∣∣∣∣ ≤ A1h
4
K (b− a)(rλk)

1
K−2 +A2(b− a)1− 4

K (rλk)−
1

K−2 .

Note that
q∑
r=1

r−
1

K−2 <

∫ q

0

r−
1

K−2 dr =
q1− 1

K−2

1− 1
K−2

≤ 2q1− 1
K−2 ,

for K ≥ 4. Thus we get

q−1∑
r=1

∣∣∣∣∣∣
∑

a<n≤b−r

e(f(n))

∣∣∣∣∣∣ ≤ A1h
4
K (b−a)q1+ 1

K−2λ
1

K−2

k +2A2(b−a)1− 4
K q1− 1

K−2λ
− 1
K−2

k .
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The previous lemma thus yields∣∣∣∣∣∑
n

e(f(n))

∣∣∣∣∣ ≤ A3(b−a)q−
1
2 +A4A

1
2
1 h

2
K (b−a)q

1
2K−4λ

1
2K−4

k +A4(2A2)
1
2 (b−a)1− 2

K q−
1

2K−4λ
− 1

2K−4

k .

We equalise the second and third term by picking

λ
− 1
K−1

k ≤ q ≤ 2λ
− 1
K−1

k .

Here we implicitly assume 2λ
− 1
K−1

k ≤ b− a. We get∣∣∣∣∣∑
n

e(f(n))

∣∣∣∣∣ ≤ (A3 + 2A4A
1
2
1 )h

2
K (b− a)λ

1
2K−2

k +A4(2A2)
1
2 (b− a)1− 2

K λ
− 1

2K−2

k

(33)
The result follows since for large enough A1, A2 we have

A3 + 2A4A
1
2
1 ≤ A1 and A4(2A2)

1
2 ≤ A2.

It remains to treat the case 2λ
− 1
K−1

k ≥ b − a. However, in the latter case the
trivial estimate

∑
n e(f(n))� (b− a) suffices.

Theorem 13. For s = 1− l
2L−2 + it with L = 2l−1 we have

ζ(s)� t
1

2L−2 log(t).

Furthermore, we have

ζ(1 + it)� log(t)

log log(t)
.

Proof. We start with the first estimate. We want to apply the kth derivative

test with f(x) = − t
2π log(x). We compute f (k)(x) = (−1)k (k−1)!t

2πxk
. In particular,

for a ≤ x ≤ b ≤ 2a we have

(k − 1)!t

2π(2a)k
≤ f (k)(x) ≤ (k − 1)!t

2πak
.

Thus we can use λk = (k−1)!t
2π(2a)k

and h = 2k. Thus we get∑
a<n≤b

e(f(n))� a1− k
2K−2 t

1
2K−2 + a1− 2

K+ k
2K−2 t−

1
2K−2 .

It is easy to check that the implicit constants do not depend on k. Note that

if a < t
K

kK−2K+2 , then the second term is dominated by the first. In this case
partial summation yields∑

a<n≤b

n−s � a
l

2L−2−
k

2K−2 t
1

2K−2 .

Using dyadic dissections we find∑
1≤≤t

L
lL−2L+2

n−s � t
1

2L−2 log(t) and

∑
2−mt<n≤2−m+1t

n−s � t(
l

2L−2−
k

2K−2 ) K
(k+1)K−2K+1

+ 1
2K−2 , for t

K
(k+1)K−2K+1 ≤ 2−m ≤ t

K
kK−2K+2 .
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Note that for 2 ≤ k < l we have L−K = (2l−k − 1)K ≥ (l − k)K so that

(
l

2L− 2
− k

2K − 2
)

K

(k + 1)K − 2K + 1
+

1

2K − 2
≤ 1

2L− 2
.

Thus we get the bound ∑
t

L
lL−2L+2<n≤t

n−s � t
1

2L−2 log(t).

The desired bound follows from the approximate functional equation.
We turn towards the second bound. First observe that arguing as above and

using partial summation once again we get∑
a<n≤b

n−1−it � a−
k

2K−2 t
1

2K−2 � t−
1

2(k−1)K+2

for a < b ≤ 2a and t
K

(k+1)K−2K+1 < a ≤ t
K

kK−2K+2 and the implicit constant does
not depend on k. We fix r = blog log(t)c and write R = 2r−1 ≤ 2log log(t)−1 =
1
2 log(t)log(2). Using our discussion for 2 ≤ k ≤ r combined with a dyadic
decomposition we get ∑

t
R

(r−1)R+1<n≤t

n−1−it � t−
1

2(r−1)R+2 log(t).

Since
t

1
2(r−1)R+2 > exp(log(t)ε) > ε log(t)

the sum above is bounded. Thus, from (24) we infer that

ζ(1 + it)� 1 +

∣∣∣∣∣∣∣
∑

1≤n≤t
2
r+2 log(t)−r

n−1−it

∣∣∣∣∣∣∣︸ ︷︷ ︸
� log(t)

r =
log(t)

log log(t)

and we are done.

Corollary 5 (Hardy-Littlewood zero-free region). There is a constant A > 0

such that ζ(s) has no zeros in the region σ ≥ 1−A log log(t)
log(t) and t� 1. Further

one has the bounds

ζ(s)� log(t)5 and
1

ζ(s)
,
ζ ′

ζ
(s)� log(t)

log log(t)

in the same region.

Proof. First we pick l = blog(2)−1 log( log(t)
log log(t)2 )c. In particular l

2L−2 ≥
1
2

log log(t)2

log(t) .

Then we have

ζ(1− l

2L− 2
+ it)� t

1
2L−2 log(t)� log(t)5.
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Combining this with the estimate for ζ(1 + it) and the Pharagmen-Lindelöf

principle we get ζ(s) � log(t)5 uniformly in the region 1 − 1
2

log(t)
log log(t)2 ≤ σ ≤ 1

for t� 1.
The zero free region and the remaining estimates follow now from the general

framework developed in Exercise 7.

This is a slight improvement of the standard zero-free and it is not obvious
that it justifies all the work we put into it. However, we will shortly see that it
has some interesting applications.

Theorem 14 (Vinogradov-Korobov). There is c > 0 such that ζ(s) has no

zeros in the region σ ≥ 1− c log(t)−
2
3 log log(t)−

1
3 , t ≥ 3. Furthermore one has

the bounds

ζ(s)� log(t)
2
3 and

1

ζ(s)
,
ζ ′

ζ
(s)� log(t)

2
3 log log(t)

1
3 .

in this region.

Exercise 7 (Landau). Show the following general result, which completes the
proof of Corollary 5. Assume ζ(s) � eφ(t) in 1 − θ(t) ≤ σ ≤ 2 for positive

non-decreasing functions φ, θ−1. Further assume θ(t) ≤ 1 and φ(t)
θ(t) = o(eφ(t)).

Then there is a constant A1 such that ζ(s) has no-zeros in

σ ≥ 1−A1
θ(2t+ 1)

φ(2t+ 1)
.

Hint: One can use the following statement which can be derived from basic

principles of complex analysis: Suppose f(s) is regular and satisfies
∣∣∣ f(s)
f(s0)

∣∣∣ < eM

for s ∈ Br(s0). If there is a zero ρ0 between s0 − r
2 ans s0, then

−<(
f ′(s0)

f(s0)
) <

AM

r
− 1

s0 − ρ0
.

If there is no such zero, the last term can be dropped.

Solution. Let β + iγ be a zero of ζ(s). Without loss of generality we assume
γ > 0. Pick 1 + e−φ(2γ+1) ≤ σ0 ≤ 2 and set s0 = σ0 + iγ, s′0 = σ0 + 2iγ and
r = θ(2γ + 1). We have

|ζ(s0)| < A

σ0 − 1
< Aeφ(2γ+1)

and a similar estimate holds for s′0. By assumption we get∣∣∣∣ ζ(s)

ζ(s0)

∣∣∣∣ , ∣∣∣∣ ζ(s′)

ζ(s′0)

∣∣∣∣ < eA2φ(2γ+1)

in |s− s0| , |s′ − s′0| ≤ r. In the case β ≤ σ0 − 1
2r one can easily check that the

statement holds. Thus we assume β > σ0 − 1
2r, so that the hint implies

−<(
ζ ′(σ0 + iγ)

ζ(σ0 + iγ)
) <

A3φ(2γ + 1)

θ(2γ + 1)
− 1

σ0 − β
.
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Further, if σ0 is close enough to 1, we get − ζ
′(σ0)
ζ(σ0) < a

σ0−1 . Inserting these

observations in (28) we find

3a

σ0 − 1
+

5A3φ(2γ + 1)

θ(2γ + 1)
− 4

σ − β
.

This yields

1− β ≥
(

3a

4σ − 1
+

5A3

4
· φ(2γ + 1)

θ(2γ + 1)

)−1

− (σ0 − 1).

By making σ0 close enough to 1 we can take a = 5
4 . For γ large enough one can

then use the condition φ(t)
θ(t) = o(eφ(t)) and deduce

1− β ≥ A4
θ(2γ + 1)

φ(2γ + 1)
.
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5 Part 5: Zero-density estimates

In this part we ultimately discuss zero-density estimates. These are important
supplements to the available zero-free regions.

5.1 Mean value estimates for Dirichlet polynomials

Lemma 35 (Duality). Given a matrix A = (anm) ∈ Mm×n(C). Then the
following two assertions are equivalent

• For all y ∈ CN we have

M∑
m=1

∣∣∣∣∣
N∑
n=1

amnyn

∣∣∣∣∣
2

≤ c2‖y‖22.

• For all x ∈ CM we have

N∑
n=1

∣∣∣∣∣
M∑
m=1

amnxm

∣∣∣∣∣
2

≤ c2‖x‖22.

Proof. We introduce an intermediate step. Using the first bullet-point and
Cauchy-Schwarz we get∣∣∣∣∣

M∑
m=1

xm

N∑
n=1

amnym

∣∣∣∣∣
2

≤ ‖x‖22
M∑
m=1

∣∣∣∣∣
N∑
n=1

amnyn

∣∣∣∣∣
2

≤ c2‖x‖22‖y‖22. (34)

We now show that (34) implies the first bullet-point. By duality this com-
pletes the proof of the theorem. To see the required implication we set xm =∑N
n=1 amnyn. Then

‖x‖22 =

M∑
m=1

xm

N∑
n=1

amnyn ≤ c‖x‖2‖y‖2,

where we applied (34). Now if ‖x‖2 = 0 we are done. Otherwise one concludes
by dividing both sides by ‖x‖2 = 0.

Let us record the following inequality. Put

R = max
m

∑
n

|amn| and C = max
n

∑
m

|amn| .

Via Cauchy-Schwarz we get∣∣∣∣∣∑
n,m

amnxmyn

∣∣∣∣∣
2

≤

(∑
m,n

|amn| |xm|2
)(∑

m,n

|amn| |xm|2
)(∑

m,n

|amn| |yn|2
)
≤ RC‖x‖22‖y‖22.

(35)

We introduce the Dirichlet polynomials

D(s) =
N∑
n=1

ann
−s.
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Proposition 5. Suppose 0 ≤ t1 ≤ t2 < . . . < tR ≤ T satisfying tr+1 − tr ≥ 1.
Then

R∑
r=1

|D(itr)|2 � (N +RT
1
2 ) log(T )

N∑
n=1

|an|2 .

Proof. By Lemma 35 it is enough to show that

N∑
n=1

∣∣∣∣∣
R∑
r=1

yrn
−itr

∣∣∣∣∣� (N +RT
1
2 ) log(T )

R∑
r=1

|yr|2 .

Opening the square and interchanging the order of summation gives us

N∑
n=1

∣∣∣∣∣
R∑
r=1

yrn
−itr

∣∣∣∣∣ = N |yr|2 +
∑

1≤q,r≤R,
q 6=r

ZN (i(tq − tr))yqyr,

for ZN (s) =
∑N
n=1 n

−s. According to (35) we have

N∑
n=1

∣∣∣∣∣
R∑
r=1

yrn
−itr

∣∣∣∣∣ ≤
N + max

1≤q≤R

∑
1≤r≤R,
r 6=q

|Z(i(tq − tr))|

 R∑
r=1

|yr|2 .

The result follows from

Z(it)� N

t
+ t

1
2 log(t),

which we showed in Corollary 4.

Proposition 6. We have∫ T

0

|D(it)|2 dt� (T +N)

N∑
n=1

|an|2 .

Proof. We define the function

f(t) =


1 + t

N if −N < t ≤ T,
1 if 0 < t ≤ T,
1− t−T

N if T < t ≤ T +N,

0 else.

By positivity we have∫ T

0

|D(it)|2 dt ≤
∫
R
f(t) |D(it)|2 =

∑
m,n

aman

∫
R

f(t)
(m
n

)it
dt.

We use that
∫
R f(t)dt = N + T and the bound∫

R
f(t)xitdt� N−1 log(x)−2 for x 6= 1.
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Indeed this yields∫
R

f(t)
(m
n

)it
dt� 1

N
log(

m

n
)−2 � 1

N

(
m+ n

m− n

)2

� N

(n−m)2
for n 6= m.

We obtain the estimate∫ T

0

|D(it)|2 dt� (T +N)
∑
n

|an|2 +N
∑
n 6=m

|anam| (m− n)2.

We are done since 2 |anam| ≤ |an|2 + |am|2 .

We can use this continuous mean value theorem into a discrete one by ap-
plying the following interesting inequality.

Lemma 36 (Gallagher). Let T = {t1, . . . , tR} be a set of points with 1
2 ≤ tr ≤

T − 1
2 and |tr1 − tr2 | ≥ 1 for all r1 6= r2. For a smooth function F : [0, T ]→ C

we have

∑
r

|F (tr)|2 ≤
∫ T

0

(|F (t)|2 + |F (t)F ′(t)|)dt

≤
∫ T

0

(|F (t)|2 dt+

(∫ T

0

(|F (t)|2 dt

) 1
2
(∫ T

0

(|F ′(t)|2 dt

) 1
2

.

Proof. By partial integration we have the identity

f(x) =

∫ 1

0

f(t)dt+

∫ x

0

tf ′(t)dt+

∫ 1

x

(t− 1)f ′(t)dt.

Taking x = 1
2 yields ∣∣∣∣f(

1

2
)

∣∣∣∣ ≤ ∫ 1

0

(|f(t)|+ 1

2
|f ′(t)|)dt.

Replacing f by f2 gives∣∣∣∣f(
1

2
)

∣∣∣∣2 ≤ ∫ 1

0

(|f(t)|2 +
1

2
|f(t)f ′(t)|)dt.

We get

|F (tr)|2 ≤
∫ tr+ 1

2

tr− 1
2

(|F (t)|2 +
1

2
|F (t)F ′(t)|)dt.

The result follows by summing over r and combining the integrals. This is
possible because the integrals do not overlap.

Corollary 6. Suppose 0 ≤ t1 ≤ t2 < . . . < tR ≤ T satisfying tr+1 − tr ≥ 1.
Then

R∑
r=1

|D(itr)|2 � (N + T ) log(2N)

N∑
n=1

|an|2 .
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Proof. The proof follows directly by combining Lemma 36 with Proposition 6
after observing that D′(s) is also a Dirichlet Polynomial.

Corollary 7. Suppose 0 ≤ t1 ≤ t2 < . . . < tR ≤ T satisfying tr+1 − tr ≥ 1.
Then

R∑
r=1

∣∣∣∣ζ(
1

2
+ itr)

∣∣∣∣4 � T log(T )5.

Proof. We start from the approximate functional equation (Proposition 3) with
x �
√
t to get∣∣∣∣ζ(

1

2
+ it)

∣∣∣∣� ∣∣∣∣Zx(
1

2
+ it)

∣∣∣∣+

∣∣∣∣Z t
2πx

(
1

2
− it)

∣∣∣∣+ t−
1
4 log(t).

Thus, for t � T we get∣∣∣∣ζ(
1

2
+ it)

∣∣∣∣4 � 1√
T

∫ 2
√
T

√
T

∣∣∣∣Zx(
1

2
+ it)

∣∣∣∣4 +

∣∣∣∣Z t
2πx

(
1

2
− it)

∣∣∣∣4 dx+ T−1 log(T )4

=
1√
T

∫ 2
√
T

√
T

∣∣∣∣Zx(
1

2
+ it)

∣∣∣∣4 dt+
1√
T

∫ t
4π
√
T

t
2π
√
T

∣∣∣∣Zy(
1

2
− it)

∣∣∣∣4 t

2πy2
dy + T−1 log(T )4

� 1√
T

∫ B
√
T

A
√
T

∣∣∣∣Zx(
1

2
+ it)

∣∣∣∣4 dt+ T−1 log(T )4.

By considering dyadic decompositions it is enough to consider t1, . . . , tR � T .
In particular, since they are well spaced, we have R� T . We conclude

R∑
r=1

∣∣∣∣ζ(
1

2
+ itr)

∣∣∣∣4 � 1√
T

∫ B
√
T

A
√
T

R∑
r=1

∣∣∣∣Zx(
1

2
+ it)

∣∣∣∣4 dt+ log(T )4.

Next we write

Zx(
1

2
+ it)2 =

∑
n≤x2

 ∑
de=n,
d,e≤x

1


︸ ︷︷ ︸

=ax(n)

n−
1
2−it.

Of course we have the trivial bound ax(n) ≤ d(n). Applying Corollary 6 yields

R∑
r=1

∣∣∣∣Zx(
1

2
+ it)

∣∣∣∣4 dt� (x2 + T ) log(2x2)

T∑
n=1

d(n)2

n
.

It can be shown by elementary means that
∑T
n=1

d(n)2

n � log(T )4.Thus we get

R∑
r=1

∣∣∣∣ζ(
1

2
+ itr)

∣∣∣∣4 � T log(T )5.

We will also need the following estimates on how often a Dirichlet Polynomial
can assume large values.
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Theorem 15. Suppose {t1, . . . , tR} is a well spaced set of points in [0, T ] with

|D(itr)| ≥ V.

Then we have

R� T +N

V 2
log(2N)

N∑
n=1

|an|2 . (36)

Suppose further that V ≥ T 1
4 log(2T )

(∑
n |an|

2
) 1

2

, then

R� N

V 2
log(2T )

∑
n

|an|2 .

Finally we have the estimate

R�

 N

V 2
+
NT

V 6

(∑
n

|an|2
)2
 log(2T )6

∑
n

|an|2 .

again in the general case.

Proof. The first estimate follows directly from

R ≤ 1

V 2

∑
r

|D(itr)|2 .

Turning to the second statement one can assume without loss of generality
that T � N . Now the result follows by the same trick using the estimate

RV 2 � (N +RT
1
2 ) log(2T )

∑
n

|an|2 .

We turn to the final result. Write G =
∑
n |an|

2
and assume that V ≥

log(2T )G
1
2 . Define

T0 = min(T,G−2V 4 log(2T )−4).

We have 1 ≤ T0 ≤ T . We now write Tl = {tr : tr ∈ [lT0, (l + 1)T0]} with
l ≤ TT−1

0 . We also put Rl = ]Tl. By the second statement of the theorem we
have

Rl � GNV −2 log(2T ).

The result follows after observing that R =
∑
lRl.

We now turn towards some mean-value estimates for exponential sums

S(t) =
∑
v≥0

c(v)e(vt).

We assume at least that the sum defining S(t) is absolutely convergent.
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Lemma 37. Let δ = θ
T , with 0 < θ < 1. Then

∫ T

−T
|S(t)| dt�θ

∫ ∞
−∞

∣∣∣∣∣∣δ−1
∑

x≤v≤x+δ

c(v)

∣∣∣∣∣∣
2

dx.

If S(t) =
∑
n∈N ann

it, then

∫ T

−T
|S(t)| dt�θ T

2

∫ ∞
0

∣∣∣∣∣∣∣
∑

y≤v≤ye
1
T

an

∣∣∣∣∣∣∣
2

dy

y
.

Proof. We start by proving the first part. Put Fδ(x) = δ−1
1B0( δ2 )(x) and

Cδ(x) =
∑
v

c(v)Fδ(x− v) =
∑

|v−x|≤ δ2

c(v).

Taking Fourier transforms yields Ĉδ = S · f̂δ. By the Plancherel theorem we
have ∫ ∞

−∞

∣∣∣∣∣∣δ−1
∑

x≤v≤x+δ

c(v)

∣∣∣∣∣∣
2

dx =

∫
R
|Cδ(x)|2 dx =

∫
R

∣∣∣S(t)F̂δ(t)
∣∣∣2 dt.

The claim follows since

F̂δ(t) =
sin(πδt)

πδt
� 1 for |t| ≤ T.

The second part follows from the first by taking θ = 1
2π and making the

change of variables log(y) = 2πx.

Lemma 38. We have

∑
χ mod q

∣∣∣∣∣∣
∑

y≤n≤y+z

anχ(n)

∣∣∣∣∣∣
2

≤ (q + z)
∑

y≤n≤y+z

|an|2 .

Proof. This follows by character orthogonality and Cauchy-Schwarz as follows:

∑
χ mod q

∣∣∣∣∣∣
∑

y≤n≤y+z

anχ(n)

∣∣∣∣∣∣
2

=
∑
n,m

anam
∑

χ mod q

χ(n)χ(m)

= ϕ(q)
∑
n,m

n≡m mod q

anam

= ϕ(q)

q∑
h=1,

(h,q)=1

∣∣∣∣∣∣
∑

n≡h mod q

an

∣∣∣∣∣∣
2

≤ ϕ(q)

(
z

q
+ 1

) q∑
h=1,

(h,q)=1

∑
n≡h mod q

|an|2

≤ (q + z)
∑

y≤n≤y+z

|an|2 .
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Proposition 7. For T ≥ 1 we have∑
χ mod q

∫ T

−T
|S(χ, t)|2 dt�

∑
n

(qT + n) |an|2 .

Proof. Applying the previous two lemmata we find

∑
χ mod q

∫ T

−T
|S(χ, t)|2 dt� T 2

∫ ∞
0

∑
χ mod q

∣∣∣∣∣∣∣
∑

y≤n≤ye
1
T

an

∣∣∣∣∣∣∣
2

dy

y

� T 2

∫ ∞
0

(q + y(e
1
T − 1))

∑
y≤n≤ye

1
T

|an|2
dy

y
(37)

Interchanging summation and integration yields∑
χ mod q

∫ T

−T
|S(χ, t)|2 dt�

∑
n

|an|2
∫ n

ne−
1
T

T 2q

y
+2
T (e

1
T − 1)dy

=
∑
n

(Tq + T 2(e
1
T − 1)(1− e− 1

T )n) |an|2 .

The result follows by estimating

T 2(e
1
T − 1)(1− e− 1

T ) = (2T sinh(
1

2T
))2 � 1.

Lemma 39. We have

∑
q≤Q

q∑
a=1,

(a,q)=1

∣∣∣∣∣∣
∑

x<n≤x+z

ane(
na

q
)

∣∣∣∣∣∣
2

≤ (z +Q2)
∑

x<n≤x+z

|an|2 .

Proof. Set S(α) =
∑
x<n≤x+z ane(αn).

We start by showing that∣∣∣∣∣∣∣∣
∑

1≤r,s≤R,
r 6=s

wrws
sin(π(αr − α2))

∣∣∣∣∣∣∣∣ ≤ δ
−1
∑
r

|wr|2 .

To see this we use the expansion

π

sin(πα)
= lim
J→∞

∑
|k|≤J

(1− |k|
J

)
(−1)k

α+ k
.

Thus it is enough to show that∣∣∣∣∣∣∣∣
∑

1≤r,s≤R,
r 6=s

∑
|k|≤J

(1− |k|
J

)(−1)k
wrws

αr − αs + k

∣∣∣∣∣∣∣∣ ≤
π

δ

∑
r≤R

|wr|2 .
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This can be derived from the following general inequality15

∑
i,j∈I,i6=j

vivj
λi − λj

≤ π

mini 6=j |λi − λj |
∑
i∈I
|vi|2 . (38)

We let I = {1, . . . , R} × {1, . . . , J} and put v(r,m) = (−1)mwr and λ(r,m) =
αr +m. We get∣∣∣∣∣∣

∑
(r,m)6=(s,n)

(−1)m+n wrws
αr − αs +m− n

∣∣∣∣∣∣ ≤ Jπδ−1
∑
r

|wr|2 .

Since ∑
1≤m,n≤J
m 6=n

∑
r,s

(−1)m+n |wr|
2

m− n
= 0

we can replace the condition (r,m) 6= (s, n) by r 6= s. Further we put k = m−n
and get ∣∣∣∣∣∣∣∣

∑
|k|≤J

∑
1≤n≤J,

1≤n+k≤J

∑
r 6=s

(−1)k
wrws

αr − αs + k

∣∣∣∣∣∣∣∣ ≤ Jπδ
−1
∑
r

|wr|2 .

The n-sum is trivial to evaluate and dividing by J gives the required inequality.
Next we compute that

∑
M<n≤M+N

∣∣∣∣∣∣
∑
r≤R

bre(nαr)

∣∣∣∣∣∣
2

=
∑
r,s

brbs
∑
n

e(n(αr − αs))

= N
∑
r

|br|2 +
∑
r 6=s

urus
sin(πN(αr − αs))
sin(π(αr − αs))

,

for ur = e((M +N/2 + 1/2)αr)br. Using the inequality proved above we get∣∣∣∣∣∣
∑
r 6=s

urus
sin(πN(αr − αs))
sin(π(αr − αs))

∣∣∣∣∣∣ ≤
∑
r

|ur|2 δ−1.

Combining this with the diagonal and dualising yields∑
r≤R

∣∣S(αr)
2
∣∣ ≤ (N + δ−1)

∑
M<n≤M+N

|an|2 .

Now we observe that for 1 ≤ a ≤ q ≤ Q with (a, q) = 1 we have

‖a
q
− a′

q′
‖ ≥ 1

qq′
≥ 1

qQ
≥ 1

Q2
.

In particular we have δ ≥ Q2 and the result follows straight away.

15This purely analytic inequality is a refinement of Hilbert’s inequality by Vaughan and
Montgomery and we omit the proof. Full details are given in [1][Satz 4.4.1]
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Lemma 40. Assume an = 0 if n has a prime factor p with p ≤ Q. Then, for
T ≥ 1 we have

∑
q≤Q

log(
Q

q
)

∗∑
χ mod q

∣∣∣∣∣∣
∑

y≤n≤y+z

anχ(n)

∣∣∣∣∣∣
2

� (Q2 + z)
∑

y≤n≤y+z

|an|2 .

Proof. We define

S(χ) =
∑

y≤n≤y+z

anχ(n) and S(α) =
∑

y≤n≤y+z

ane(nα).

By the assumption and (25) we get

τ(χ)S(χ) =

q∑
a=1

χ(a)S(
a

q
).

The orthogonality relations imply that∑
χ mod q

|τ(χ)S(χ)|2 = ϕ(q)

q∑
a=1,

(a,q)=1

∣∣∣∣S(
a

q
)

∣∣∣∣2 .
Applying Lemma 39 we get∑

q≤Q

1

ϕ(q)

∑
χ mod q

|τ(χ)S(χ)|2 � (Q2 + z)
∑

y≤n≤y+z

|an|2 .

Note that if f is the conductor of χ, then fr = q and

|τ(χ)|2 =

{
f if(f, r) = 1 and r is �-free,

0 else.

By assumption we also have S(χ) = S(ψ), where ψ is the character of conductor
f underlying χ. We find

∑
q≤Q

1

ϕ(q)

∑
χ mod q

|τ(χ)S(χ)|2 =
∑
f≤Q

f

ϕ(f)

 ∑
r≤Qf ,

(r,f)=1

µ(r)2

ϕ(r)


 ∗∑
ψ mod f

|S(ψ)|2
 .

We conclude by the estimate∑
r≤Qf ,

(r,f)=1

µ(r)2

ϕ(r)
≥ ϕ(f)

f
log(

Q

f
).

Proposition 8. Assume an = 0 if n has a prime factor p with p ≤ Q. Then
for T ≥ 1, we have∑

q≤Q

log(
Q

q
)

∗∑
χ mod q

∫ T

−T
|S(χ, t)|2 dt�

∑
n

(Q2T + n) |an|2 .
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Proof. The proof proceeds exactly as before.

Exercise 8. Show∑
n≤x

d(n)2 � x log(x)3 and
∑
n≤x

d(n)2

n
� log(x)4

to complete the proof of Corollary 7.
Further prove

Sf (x) =
∑
r≤x,

(r,f)=1

µ(r)2

ϕ(r)
≥ ϕ(f)

f
log(x)

to complete the proof of Lemma 40.

Solution. For the first part we write

d(n)2 =
∑
d|n

g(d),

where g is a multiplicative function defined by g(pl) = 2l + 1. The estimate is
derived as follows:∑

n≤x

d(n) =
∑
d≤x

g(d)
∑
n≤ xd

1 ≤ x
∑
d≤x

g(d)

d
≤ x

∏
p≤x

∞∑
l=0

2l + 1

pl
� x log(x)3.

The second bound follows by partial summation.
For the second part we proceed as follows. Let q(n) be the greatest square-

free divisor of n. We first estimate S1(x) by

S1(x) =
∑

1≤n≤x

µ2(n)

n

∏
p|n

(1− 1

p
)−1 =

∑
1≤q(n)≤x

1

n
≥

∑
1≤n≤x

1

n
≥ log(x).

On the other hand we have

S1(x) =
∑
d|f

µ2(d)

ϕ(d)
Sf (

x

d
) ≤ Sf (x)

∑
d|f

µ2(d)

ϕ(d)
.

One concludes the proof by observing∑
d|f

µ2(d)

ϕ(d)
=
∏
p|f

p

p− 1
=

f

ϕ(f)
.
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5.2 Zero detecting devices

We put MX(s) =
∑
n≤X µ(n)n−s. We write

ζ(s)MX(s) =

∞∑
k=1

a(k)k−s for a(k) =
∑
d|k,
d≤X

µ(d).

Note that a(1) = 1 and a(k) = 0 for 2 ≤ k ≤ X.

Theorem 16. Let 0 < c1 < 1 < c2 be fixed constants and pick 1� T c1 ≤ X ≤
Y ≤ T c2 and ρ > 1

2 . Then there are subsets

RA,RB ⊂ {ρ ∈ N : β > ρ, log(T )2 < γ < T}

and N ∈ [X,Y log(Y )2] such that

N(σ, T )� log(T )6(1 + ]RA + ]RB).

Furthermore we have ρ 6= ρ′ ∈ RA ∪ RB then |=(ρ− ρ′)| > log(T )4. The zeros
in RA are of type A and thus satisfy∣∣∣∣∣∣

∑
N<n≤2N

a(n)n−ρe−
n
Y

∣∣∣∣∣∣ ≥ 1

4 log(Y )
. (39)

The zeros in RB are of type B and thus satisfy∣∣∣∣∣
∫ log(T )2

log(T )2
ζ(

1

2
+ iγ + it)MX(

1

2
+ iγ + it)Y

1
2−β+itΓ(

1

2
− β + it)dt

∣∣∣∣∣ ≥ 1

2
. (40)

Proof. By Mellin inversion we obtain

1

2πi

∫
(2)

ζ(s+ w)MX(s+ w)Y sΓ(s)ds = e−
1
Y +

∑
k>X

a(k)k−we−
k
Y .

We take w = ρ = β + iγ to be a zero of ζ. Then we can shift the contour of
integration to <(s) = 1

2 − β. Picking up the pole of ζ(s+ ρ) at 1− ρ we find

1

2πi

∫
( 1
2−β)

ζ(s+ρ)MX(s+ρ)Y sΓ(s)ds = e−
1
Y +

∑
k>X

a(k)k−ρe−
k
Y −MX(1)Y 1−ρΓ(1−ρ).

We specialise ρ to a zero lying in the region specified in the statement of the
theorem. Since γ ≥ log(T )2 we have

MX(1)Y 1−ρΓ(1− ρ) = o(1)

by Stirling’s approximation. Truncating summation and integration appropri-
ately yields

1

2π

∫ log(T )2

− log(T )2
ζ(

1

2
+ iγ + it)MX(

1

2
+ iγ + it)Y

1
2−β+itΓ(

1

2
− β + it)dt

= e−
1
Y +

∑
X<k≤Y log(Y )2

a(k)k−ρe−
k
Y + o(1).
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Now we take T large enough so that e−
1
Y ≥ 9

10 and o(1) ≤ 1
4 .16 Thus at

least one of the inequalities∣∣∣∣∣ 1

2π

∫ log(T )2

− log(T )2
ζ(

1

2
+ iγ + it)MX(

1

2
+ iγ + it)Y

1
2−β+itΓ(

1

2
− β + it)dt

∣∣∣∣∣ > 1

2
,∣∣∣∣∣∣

∑
X<k≤Y log(Y )2

a(k)k−ρe−
k
Y

∣∣∣∣∣∣ > 1

2

must hold.
Zeros that satisfy the first inequality are of type B. Recall that each strip

y ≤ =(s) ≤ y+ 1 contains at most O(log(y)) zeros. Thus, for H < T , each strip
H ≤ =(s) ≤ H + log(T )4 contains at most O(log(T )5) zeros. We decompose
all zeros of type B in � log(T )5 disjoint subsets such that in each subset we
have |=(ρ− ρ′)| > log(T )4. We choose the subset with the most zeros and call
it RB . Thus the total number of zeros of type B is � log(T )5]RB .

The same argument gives a set R∗A such that the number of zeros of type A
is� log(T )5]R∗A. Now we write N = 2jX with j = 0, 1, . . . and N ≤ Y log(Y )2.
In particular we have j ≤ 2 log(Y ) � log(T ) for sufficiently large Y . For each
ρ ∈ R∗A there is some such N such that∣∣∣∣∣∣

∑
N<k≤2N

a(k)k−ρe−
k
Y

∣∣∣∣∣∣ > 1

4 log(Y )
.

The set RA is now constructed by choosing a suitable subset of R∗A.
We conclude the proof by including the zeros contributing to N(σ, T ) with

γ ≤ log(T )2 artificially using the estimate

N(log(T ))� log(T )3.

We turn towards a second device, which will need some preparation.
Let sv =

∑N
n=1 bnz

v
n. We have the following nice theorem providing lower

bounds for such power-sums.

Theorem 17 (Turán’s Second Main Theorem). Suppose 1 = |z1| ≥ |z2| ≥ . . . ≥
|zN |. Then, for any non-negative integer M there is an integer v, M + 1 ≤ v ≤
M +N such that

|sv| ≥ 2

(
N

8e(M +N)

)N
min

1≤j≤N

j∑
n=1

bn.

Proof. Without loss of generality we assume that the zn are distinct. We start
with the little computation

N−1∑
v=0

avsM+1+v =

N∑
n=1

bnz
M+1
n

N−1∑
v=0

avz
v
n =

N∑
n=1

bnz
M+1
n p(zn)

16With the obvious abuse of notation!
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for p(z) =
∑N−1
v=0 avz

v
n. Suppose p(zn) = z−M−1

n for 1 ≤ n ≤ j and p(zn) = 0
for j < n ≤ N . This conditions determine p uniquely (for fixed j). In particular
we obtain ∣∣∣∣∣

j∑
n=1

∣∣∣∣∣ ≤
(
N−1∑
v=0

|av|

)
max

M+1≤n≤M+N
|sv| . (41)

It is now enough to find j such that

N−1∑
v=0

|av| ≤
1

2

(
8e(M +N)

N

)N
.

We write

p(z) =

N−1∑
k=0

ck

k∏
n=1

(z − zn).

Ir R > 1, then

ck =
1

2πi

∫
∂BR(0)

p(z)∏k+1
n=1(z − zn)

dz =
1

2πi

∫
∂BR(0)

p(z)− z−M−1∏k+1
n=1(z − zn)

dz

=
1

2πi

∫
∂Br(0)

p(z)− z−M−1∏k+1
n=1(z − zn)

dz =
−1

2πi

∫
∂Br(0)

z−M−1∏k+1
n=1(z − zn)

dz,

for r < 1 such that |zj | < r < |zj+1|. With this at hand we estimate

|ck| ≤
1

rM
∏k+1
n=1 |r − |zn||

≤ 1

rM
∏N
n=1 |r − |zn||

.

We put F (z) =
∏N
n=1(z − |zn|) and put I = [r0, 1] for 0 < r0 < 1. Then,

according to Exercise 9, there is r0 ≤ r ≤ 1 such that

F (r) ≥ 2(
1− r0

4
)N .

In particular we get

|ck| ≤
1

2
r−M0

(
4

1− r0

)N
.

We now pick r0 = M
M+N and observe

r−M0 = (1 +N/M)M < eN .

Thus we get |ck| ≤ C for

C =
1

2

(
4e(M +N)

N

)N
.

Now let P (z) = C
∑N−1
k=0 (z + 1)k =

∑N−1
v Avz

v. We complete the proof by
observing that

N−1∑
v=0

|av| ≤
N−1∑
v=0

Av = P (1) = C(2N − 1) < 2NC.
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We define

Sx,y(χ, v) =
∑

x<p≤y

χ(p) log(p)

p1+iv
.

Theorem 18. Let w = 1 + iv. If L(s, χ) has a zero in Br(w) for log(T )−1 ≤
r ≤ r0, then ∫ xB

x

|Sx,y(χ, v)| dy
y
≫ x−Cr log(x)2

for each x ≥ TA.

Proof. Recall that by (27) and q ≤ T we have

L′

L
(s, χ) =

∑
ρ∈B1(w)

1

s− ρ
+O(log(T )) for |s− w| ≤ 1

2
.

By Cauchy’s inequality we get

dk

k!ds

L′

L
(s, χ) = (−1)k

∑
ρ∈B1(w)

1

(s− ρ)k+1
+O(4k log(T )) for |s− w| ≤ 1

4
.

We pick s = w + r and choose a parameter r ≤ λ ≤ 1
4 . Estimating the contri-

bution of the zeros with |ρ− w| > λ trivially ends up with

dk

k!ds

L′

L
(s, χ) = (−1)k

∑
ρ∈Bλ(w)

1

(s− ρ)k+1
+O(λ−k log(T )).

Now the sum has ≤ C1λ log(T ) terms and by assumption min |ρ− s| ≤ 2r. Thus
we can apply Theorem 17 and obtain∑

ρ∈B1(w)

′ 1

(s− ρ)k+1
≥ (Dr)−k−1

for some k ∈ [K, 2K] with K ≥ C1λ log(T ). We choose λ = C2Dr for C2

large enough. Note that then k ≥ C1C2Dr log(T ) ≥ C1C2D, so that Ck2 ≥
C0Dr log(T ) for any C0. In particular, for K ≥ Er log(T ) and r ≤ r0 we have

dk

k!ds

L′

L
(s, χ)� (Dr)−k−1.

We rewrite this as ∑
n

Λ(n)χ(n)

nw
pk(r log(n))� D−kr−1,

for pk(u) = e−u u
k

k! . We can find constants B1 and B2 such that

pk(u) ≤ (2D)−k for u ≤ B1k and pk(u) ≤ (2D)−ke−
u
2 for u ≥ B2k.

We will use this to truncate the n-sum above. Indeed let A = B1E, put K =
B−1

1 r log(x) such that K ≥ Er log(T ). Given x ≥ TA and k ∈ [K, 2K] we have∑
n≤x

Λ(n)χ(n)

nw
pk(r log(n))� (2D)−k

k

r
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and ∑
n≥xB

Λ(n)χ(n)

nw
pk(r log(n))� (2D)−k

1

r

for B = 2B2

B1
. We have now set up things such that

xB∑
n=x

Λ(n)χ(n)

nw
pk(r log(n))� D−k

r
.

The contribution from pl with l ≥ 2 can be ignored so that

xB∑
n=x

Λ(n)χ(n)

nw
pk(r log(n)) =

∫ xB

x

pk(r log(y))dS(y) for S(y) =
∑

x≤p≤y

log(p)χ(p)p−w.

Partial integration (for Stieltjes integrals) yield∫ xB

x

pk(r log(y))dS(y) = pk(rB log(x))S(xB)−
∫ xB

x

S(y)p′k(r log(y))r
dy

y
.

Treating the first term on the right side trivially (using the prime number the-
orem) and applying our lower bound gives∫ xB

x

|S(y)| dy
y
� D−k

r2
� x−Cr log(x)2.

Exercise 9 (Chebyshev). Let F be a monic polynomial of degree d and let
I ⊂ R be an interval of length L. Then

max
z∈I
|F (z)| ≥ 2

(
L

4

)d
.

This is the missing ingredient in the proof of Theorem 17.
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5.3 Zero density estimates

We start by proving a basic zero density estimate which nicely illustrates the
method.

Theorem 19 (Carlson). For any 1
2 ≤ α ≤ 1 and T ≥ 2 we have

N(α, T )� T 4α(1−α) log(T )13.

Proof. We start by some preliminary discussion. For s with <(s) ≥ α and
T ≤ =(s) ≤ 2T we define

MX(s) =
∑
m≤X

µ(m)

ms
.

Note that in this region we have

ζ(s) =
∑
n≤T

n−s +O(T−α).

We find that

ζ(s)MX(s) =
∑
n≤TX

ann
−s +O(T−αX1−α log(2X)) (42)

with
an =

∑
dm=n,
m≤X,
d≤T

µ(m).

Here we used the trivial bound MX(s) � X1−α log(2X). We assume X ≤ T
from now on. Note that an = 0 for 1 < n ≤ X and a1 = 1. For N = 2lX we
define

Dl(s) =
∑

N<n≤2N

ann
−s and L =

log(T )

log(2)
.

We get

ζ(s)M(s) = 1 +
∑

0≤l<L

Dl(s) +O(T−αX1−α log(2X)).

For M1−α ≤ Tα log(T )−2 the error is smaller than 1
2 . Now let ρ be a zero

contributing to the count of N(T, α). Then ζ(ρ)M(ρ) = 0 so that we must have∣∣∣∣∣∣
∑

0≤l<L

Dl(ρ)

∣∣∣∣∣∣ ≥ 1

2
.

By the pigeon hole principle we have |Dl(ρ)| ≥ (2L)−1 for some 0 ≤ l < L.
Let Rl be the number of zeros ρ contributing to the count N(T, α) with

|Dl(ρ)| ≥ (2L)−1. We say they are detected by Dl. By (36) we get

Rl � (T +N)N1−2α log(T )11 � (TX1−2α + (TX)2−2α) log(T )11.

The result follows by summing over l, choosing X = T 2α−1 and removing the
condition T ≤ <(s) ≤ 2T .
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Close to the critical line this estimate can be improved as follows.

Theorem 20 (Ingham). Let 1
2 < σ ≤ 1. Then

N(σ, T )� T
3(1−σ)
2−σ log(T )15 � T 3(1−σ) log(T )15.

Proof. We start by estimating ]RA. To do so we put fρ(n) = a(n)n−σ−iγei
n
Y .

By squaring (39) and summing it over RA we get

]RA � log(Y )2
∑
ρ∈RA

∣∣∣∣∣∣
∑

N<n≤2N

fρ(n)niγ

∣∣∣∣∣∣
2

.

By partial summation one has∣∣∣∣∣∣
∑

N<n≤2N

fρ(n)niγ

∣∣∣∣∣∣
2

≤ 2

∣∣∣∣∣∣
2∑

N<n≤2N

fρ(n)

∣∣∣∣∣∣+ 2

N−1

∫ 2N

N

∣∣∣∣∣∣
∑

N<n≤λ

fρ(n)

∣∣∣∣∣∣ dλ
2

≤ 4 sup
N<λ≤2N

∣∣∣∣∣∣
∑

N<n≤λ

fρ(n)

∣∣∣∣∣∣
2

= 4

∣∣∣∣∣∣
∑

N<n≤2N

b(n)n−σ−iγei
n
Y

∣∣∣∣∣∣
2

.

Here we fix λ at which the supremum is attained and define b(n) = a(n) for all
n ≤ λ and b(n) = 0 for all n > λ. We end up with

]RA � log(Y )2
∑
ρ∈RA

∣∣∣∣∣∣
∑

N<n≤2N

b(n)n−σ−iγei
n
Y

∣∣∣∣∣∣
2

.

Applying Corollary 6 and estimating |b(n)|2 ≤ d(n)2 we get

]RA � log(Y )4e2NY (T +N)N−2σ
∑
n≤2N

d(n)2.

Estimating
∑
n≤2N d(n)2 � N log(N)3 and taking X ≤ N ≤ Y log(Y )2 into

account yields
]RA � log(Y )9(TX1−2σ + Y 2−2σ).

We turn towards an estimate for zeros of type B. Raising (40) to 4
3 and

summing it over RB yield

]RB ≤ 4

∣∣∣∣∣
∫ log(T )2

log(T )2
ζ(

1

2
+ iγ + it)MX(

1

2
+ iγ + it)Y

1
2−β+itΓ(

1

2
− β + it)dt

∣∣∣∣∣
4
3

We set I(ρ) = [γ − log(T )2, γ + log(T )2] and get by the Hölder inequality that

∫ log(T )2

log(T )2
ζ(

1

2
+ iγ + it)MX(

1

2
+ iγ + it)Y

1
2−β+itΓ(

1

2
− β + it)dt

≤

(∫
I(ρ)

∣∣∣∣ζ(
1

2
+ it)

∣∣∣∣4 dt
) 1

4
(∫

I(ρ)

∣∣∣∣MX(
1

2
+ it)

∣∣∣∣2 dt
) 1

2
(∫ ∞
∞

∣∣∣∣Γ(
1

2
− β + it)

∣∣∣∣4 dt
) 1

4

Y
1
2−σ.
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It is easy to get (Stirling’s approximation) the estimate(∫ ∞
∞

∣∣∣∣Γ(
1

2
− β + it)

∣∣∣∣4 dt
)
� 1.

Note that the intervals I(ρ) are disjoint and contained in [−2T, 2T ]. Thus we
obtain

]RB � Y
2
3−

4σ
3

log(T )2
∑
ρ∈RB

sup
t∈I(ρ)

∣∣∣∣ζ(
1

2
+ it)

∣∣∣∣4
 1

3 (∫ 2T

−2T

∣∣∣∣MX(
1

2
+ it)

∣∣∣∣2 dt
) 2

3

.

Using Proposition 6 we get∫ 2T

−2T

∣∣∣∣MX(
1

2
+ it)

∣∣∣∣2 dt� (T +X) log(X).

On the other hand we can use Corollary 7 to obtain

∑
ρ∈RB

sup
t∈I(ρ)

∣∣∣∣ζ(
1

2
+ it)

∣∣∣∣4 � T log(T )7.

We end up with
]RB � Y

2
3−

4σ
3 (T + T

1
3X

2
3 ) log(T )4.

Combining the estimate forRA andRB and choosing X = T and Y = T
3

4−2σ

yields the desired estimate.

Theorem 21 (Huxley). For σ ≥ 2
3 we have

N(σ, T )� T
(5σ−3)(1−σ)
σ2+σ−1 log(T )25.

Proof. We start by estimating RA. To do so we pick 1 ≤ Q and T0 ≤ T and
define

RA(Q) = {γ ∈ RA : Q ≤ γ ≤ Q+ T0}.

We estimate elements in this segment using the following trick (Halasz-Montgomery-
inequality). Let V = CN with standard scalar product. We consider the ele-
ments v = (b(n)n−σe−

n
Y )N<n≤2N and ϕρ = (n−iγ)N<n≤2N . Here the notation

is as in the proof of Ingham’s zero density estimate. We observe

〈v, ϕρ〉 =
∑

N<n≤2N

b(n)n−σ+iγe−
n
Y

and
〈ϕρ1 , ϕρ2〉 =

∑
N<n≤2N

ni(γ2−γ1) = Z(γ2 − γ1).

As earlier we have

]RA(Q) ≤ log(Y )
∑

ρ∈RA(Q)

|〈v, ϕρ〉| .
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Let us write |〈v, ϕρ〉| = cρ〈v, ϕρ〉. Then we can use Cauchy-Schwarz to see

]RA(Q) ≤ log(Y )

〈
v,

∑
ρ∈RA(Q)

cρϕρ

〉
≤ ‖v‖

 ∑
ρ1,ρ2∈RA(Q)

cρ1cρ2〈ϕρ1 , ϕρ2〉

 1
2

≤ ‖v‖

 ∑
ρ1,ρ2∈RA(Q)

|〈ϕρ1 , ϕρ2〉|

 1
2

.

With this at hand we observe that Z(0) = N . Further we estimate ‖v‖2 to get

(]RA(Q))2 � N1−2σ log(T )6(N]RA(Q) +
∑

ρ1,ρ2∈RA(Q),
ρ1 6=ρ2

|Z(γ2 − γ1)|).

We use Corollary 4 to estimate

∑
ρ1,ρ2∈RA(Q),

ρ1 6=ρ2

|Z(γ2 − γ1)| �
∑

ρ1,ρ2∈RA(Q),
ρ1 6=ρ2

(
N

|γ2 − γ1|
− |γ2 − γ1|

1
2

)

� N]RA(Q) log(T ) + T
1
2

0 (]RA(Q))2.

Thus, we have seen that there is some C > 0 such that

(]RA(Q))2 ≤ CN2−2σ log(T )7]RA(Q) + CN1−2σT
1
2

0 log(T )6(]RA(Q))2.

We set T0 = min(T, N4σ−2

16C2 log(T )12 ) and get

]RA(Q)� N2−2σ log(T )7.

Since this estimate is independent of Q we simply have

]RA(Q)� T

T0
N2−2σ log(T )7 � N2−2σ log(T )7 + TN4−6σ log(T )19.

Using X ≤ N ≤ Y log(Y )2 and σ > 2
3 we end up with

]RA(Q)� Y 2−2σ log(T )9 + TX4−6σ log(T )19.

We now turn towards the type B zeros. Using Stirling’s approximation we
can estimate∣∣∣∣∣
∫ log(T )2

log(T )2
ζ(

1

2
+ iγ + it)MX(

1

2
+ iγ + it)Y

1
2−β+itΓ(

1

2
− β + it)dt

∣∣∣∣∣
≤ CY 1

2−β
∫
I(ρ)

∣∣∣∣ζ(
1

2
+ it)MX(

1

2
+ it)

∣∣∣∣ dt.
Using the lower bound characterising type B zeros and β > σ we find τ = τ(ρ) ∈
I(ρ) such that ∣∣∣∣ζ(

1

2
+ it)MX(

1

2
+ it)

∣∣∣∣ ≥ Y σ−
1
2

4C log(T )2
.
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We choose a parameter U , which will be specified later, and decompose

U = {ρ ∈ RB :

∣∣∣∣ζ(
1

2
+ it)

∣∣∣∣ > U} and V = RB \ U .

We can use Corollary 7 to estimate

]U ≤ U−4
∑
ρ∈U

∣∣∣∣ζ(
1

2
+ iτ)

∣∣∣∣4 � U−4T log(T )9.

For ρ ∈ V we have
∣∣MX( 1

2 + it)
∣∣ ≥ V and

∣∣ζ( 1
2 + it)

∣∣ ≤ U , for V = Y σ−
1
2

4C log(T )2U .

Put T0 = V 4 log(T )−5. Then, for 1 ≤ Q ≤ T , we define

V(Q) = {ρ ∈ V : Q ≤ τ(ρ) ≤ Q+ T0}.

We now apply Proposition 5 with an = µ(n)n−
1
2 +iQ and trho = τ(ρ − Q). We

obtain

]V(Q) ≤ V −2
∑

ρ∈V(Q)

∣∣∣∣MX(
1

2
+ iτ)

∣∣∣∣� V −2(T
1
2

0 ]V(Q)+X) log(T )2 � X log(T )2

V 2
.

Covering V with T
T0

+ 1 of such intervals we get

V � TX log(T )7

V 6
+
X log(T )2

V 2
.

Writing log(T ) = L we get

]RA +RB = ]RA + ]U + ]V
� Y 2−2σL9 + TX4−6σL19 + TU−4L9 + TV −6XL7 + V −2XL2.

We equalise the third and fourth term by choosing

U = X−
1
10Y

3
10 (2σ−1)L−1.

Recall that this determines V . The claimed bound now follows by picking

X = T
2σ−1

2(σ2+σ−1) and T
5σ−3

2(σ2+σ−1) .

Corollary 8. For T ≥ 2 and 1
2 ≤ α ≤ 1 we have

N(α, T )� T
12
5 (1−σ) log(T )B ,

for some large B.

Proof. This follows directly by combining the density estimate of Ingham and
Huxley.

We will also require a so called log-free density estimate. Here one sacrifices
a bit of the constant in the exponent of T for the sake of removing the logarithms
from the estimate.
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Theorem 22 (log-free zero density estimate). We have

∑
q≤T

∗∑
χ mod q

Nχ(σ, T )� T c(1−σ).

Proof. Let α be sufficiently small. For 1− σ ≥ α we can estimate

∑
q≤T

∗∑
χ mod q

Nχ(σ, T )�
∑
q≤T

∗∑
χ mod q

T log(qT )�
∑
q≤T

ϕ(q)T log(T )� T 3+ε � T
3+ε
α (1−σ).

Thus by making c = c(α) larger we can assume 1− σ ≤ α to be small enough.
On the other hand T c(1−σ) is constant if 1−σ � log(T )−1. Thus, using standard
zero-free regions we can assume log(T )−1 � 1− σ ≤ α. We can also ignore the
finitely many zeros of ζ(s) in the box 0 ≤ β ≤ 1 and |γ| ≤ 2.

Let w = 1 + iv with |v| ≤ T and |v| ≥ 2 if χ = χ0. Put r = 2(1 − σ) and
assume log(T )−1 ≤ r ≤ r0. We apply Theorem 18 with x = Tmax(A,5) and get

T c(1−σ) log(T )−3

∫ xB

x

|Sx,y(χ, v)|2 dy
y
� 1 for c = 4C max(A, 5),

if L(s, χ) has a zero in Br(w).
In each disc Br(w) there are at � r log(T )−1 zeros of L(s, χ) we get

Nχ(σ, T )� T c(1−σ) log(T )−2

∫ xB

x

∫ T

−T
|Sx,y(χ, v)|2 dv dy

y
.

Summing over q and χ and handling the y-integral trivially yields

∑
q≤T

∗∑
χ mod q

Nχ(σ, T )� T c(1−σ) log(T )−1
∑
q≤T

∗∑
χ mod q

∫ T

−T
|Sx,y(χ, v)|2 dv.

for some y ∈ [x, xB ]. Note that since x ≥ T 5 we can apply Proposition 8. We
estimate∑
q≤T

∗∑
χ mod q

Nχ(σ, T )� T c(1−σ) log(T )−2
∑
q≤T

log(
T 2

q
)

∗∑
χ mod q

∫ T

−T
|Sx,y(χ, v)|2 dv

� T c(1−σ) log(T )−2
∑
q≤T 2

log(
T 2

q
)

∗∑
χ mod q

∫ T

−T
|Sx,y(χ, v)|2 dv

� T c(1−σ) log(T )−2
∑

x<p≤y

(T 5 + p)
log(p)2

p2
� T c(1−σ).

Exercise 10. Show that almost all zeros of ζ(s) lie arbitrarily close to the
critical line. (Hint: Figure out in which sense ’almost all’ is to be understood.)
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6 Part 6: Maier’s theorem and other highlights

We finally arrive at the first highlight of this course. We start this section by
proving the prime number theorem.

Theorem 23 (Prime number theorem I). We have

π(x) ∼
∫ x

2

du

log u
.

Proof. Applying Perron’s formula we have

ψ(x) = − 1

2πi

∫
(c)

ζ ′

ζ
(s)xs

ds

s
+O(

xc

T

∣∣∣∣ζ ′ζ (c)

∣∣∣∣+ log(x) +
x log(x)2

T
)

= x+ I1 + I2 + I3.

Here we shifted the contour across the simple pole s = 1 with residue 1 and
obtain the error integrals

Ij =
1

2πi

∫
γj

ζ ′

ζ
(s)xs

ds

s
,

for γ1 = [c+iT, c′+iT ], γ2 = [c′+iT, c′−iT ] and γ3 = [c′−iT, c−iT ]. According
to Lemma 21 we can choose c′ = 1 − λ and c = 1 + λ for λ = δ log(T )−9.
Estimating trivially yields

I1 =
1

2πi

∫ c′+iT

c+iT

ζ ′

ζ
(s)xs

ds

s
� x1+λT−1

and the same estimate holds for I3. Similarly one gets

I2 =
1

2πi

∫ T

−T

ζ ′

ζ
(c′ + it)xc

′+it dt

c′ + it
� x1−λλ−1

∫ T

−T

dt

1 + |t|
� x1−λ log(T )10.

By putting things together we get

ψ(x)− x� x1+λ

Tλ
+ log(x) +

x log(x)

T
+ x1−λ log(T )10.

Choosing a suitable T we get ψ(x) ∼ x and the theorem follows from partial
summation.

For many applications one would like to get a good handle on the error term
of this asymptotic. In other words, one needs quantitative estimates for

Eπ(x) = π(x)−
∫ x

2

du

log(u)
or Eψ(x) = ψ(x)− x.

Note that the proof of the prime number theorem given above yields

Eπ(x)� x exp(−C(log(x)
1
10 ))

for some C > 0.
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Theorem 24 (Prime number Theorem II). We have

E(x)� x exp(−c
√

log(x)),

for some positive constant c.

Proof. We start by applying Lemma 26 to get∑
|=(ρ)|≤T

|ρ|−1 �
∑
m≤T

log(m)

m
� log(T )2.

Further using Theorem 9 we get∑
|=(ρ)|≤T

x<(ρ) |ρ|−1 � x1−C log(T )−1

log(T )2.

With this at hand the (truncated) explicit formula (Theorem 7) yields the esti-
mate

Eψ(x) = ψ(x)− x� x1−C log(T )−1

log(T )2 +
x

T
log(x)2.

Choosing T = exp(
√

log(x)) yields

Eψ(x)� x exp(−c
√

log(x)).

The result for Eπ(x) follows by partial summation.

Remark 4. Using the extended zero-free region due to Vinogradov-Korobov one
can establish the bound

Eψ(x)� x exp(−c log(x)
3
5 log log(x)−

1
5 ).

The proof is the same as the proof given above, only that one replaces the stan-
dard zero free region by the extended one. We omit the details.

In particular these error estimates allow us to deduce

ψ(x+ y)− ψ(x) ∼ y

for x→∞ as long as y = y(x) stays a bit larger as Eψ(x). In other words, there
are always primes in intervals (x, x+ y] as long the length of the interval stays
larger than Eψ(x). Unfortunately none of our error bounds is good enough to
answer the question if there are primes in intervals of the form (x, x + xθ] for
θ < 1. This makes the following result very satisfying.

Theorem 25 (Hoheisel). Suppose one has a zero-free region for ζ(s) of the type

|t| ≤ T, σ ≥ 1−B log log(T )

log(T )
.

Further we assume that a zero-density estimate of the form

N(α, T )� T c(1−α) log(T )A (43)

for all 1
12 ≤ α ≤ 1 is available for some A ≥ 1 and c ≥ 2. We put θ =

1− (c+ A+1
B )−1. Then

ψ(x+ y)− ψ(x) = y +O(
y

log(x)
)

for xθ log(x)3 ≤ y ≤ x.
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Proof. Using the (truncated) explicit formula (Theorem 7) we get

ψ(x) = x−
∑
|γ|≤T

xρ

ρ
+O

( x
T

log(x)2
)

with T = x1−θ. We deduce

ψ(x+ y)− ψ(x)

y
− 1 =

∑
|γ|≤T

(x+ y)ρ − xρ

ρy
+

(
1

log(x)

)
.

Due to the mean value theorem the following estimate suffices∑
|γ|≤T

xβ−1 ≤ 2

∫ 1

1
2

xα−1dN(α, T )

� x−
1
2N(

1

2
, T ) + log(x)

∫ 1

1
2

xα−1N(α, T )dα

� x−
1
2T log T + log(x) log(T )A

∫ 1
2

η

(
T c

x

)α
dα

� x−
1
2T log T +

(
T c

x

)η
log(T )A.

Here η = B log log(T ) log(T )−1 is allowed due to the zero-free region. The
parameters are chosen such that(

T c

x

)η
= log(T )−A−1.

We conclude that∑
|γ|≤T

(x+ y)ρ − xρ

ρy
�

∑
|γ|≤T

xβ−1 � log(x)−1.

This completes the proof.

Remark 5. With the results that were proved in this lecture we get some θ <
1 which we can not further specify, since we did not work out the exponent
of log(T ) in Huxley’s zero density estimate (Corollary 8) and we also did not
work out the small constant appearing in the Hardy-Littlewood zero-free region.
However, using the zero free region of Vinogradov-Korobov one can take B as
large as needed, so that the constant A is irrelevant. Thus one obtains the
existence of primes in intervals (x, x+ x

7
12 +ε], which is quite amazing.

Of course one can still enquire about the distribution statistics of primes in
even shorter intervals. The remaining lectures work towards proving an exciting
result showing that for intervals of length log(x)A strange things can happen.

We conclude this section by working out some results on primes in arithmetic
progressions.

Theorem 26 (Siegel-Walfisz). Let A > 0 be a constant and let q ≤ log(x)A

and (a, q) = 1. Then there is C = C(A) with

ψ(x; q, a) =
x

ϕ(q)
+O(x exp(−C

√
log(x))).
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Proof. Let χ be a primitive Dirichlet character modulo q. We write

b(χ) =

{
B(χ) if χ is even,
L′

L (0, χ) if χ is odd.

For 2 ≤ T ≤ x the explicit formula (Theorem 8) reads

ψχ(x) = −
∑

ρ∈N (χ),
|=(ρ)|<T

xρ

ρ
− b(χ) +O(

x

T
log(qx)2).

We apply (27) to get

b(χ) = −
∑

|=(ρ)|<1

1

ρ
+O(log(q)).

Here we observe that B(χ) = lims→0

(
L′

L (s, χ)− 1
s

)
for even χ.

According to Theorem 10 there is at most one real zero ρ with |=(ρ)| < 1
and <(ρ) > 1 − c log(q)−1. This zero will be denoted by β and must be real.
Further 1− β is also a zero. Note that β−1 � 1, so that

b(χ) =
1

1− β
+

∑
|=(ρ)|<1,
ρ6=β,β−1

1

ρ
+O(log(q))

=
1

1− β
+O(log(q)2).

Further we can estimate

x1−β − 1

1− β
= xξ log(x)� x

1
4

by the mean value theorem. To summarise this we find that

ψχ(x) = −δχ ex.
xβ

β
−

∑
ρ6=β,β−1,
|=(ρ)|<T

xρ

ρ
+O(

x

T
log(qx)2 + x

1
4 ). (44)

An almost trivial argument shows that this also holds for non-primitive χ.
We now want to translate this into bounds for primes in arithmetic progres-

sions. In this direction we observe that

ψ(x; a, q) =
1

ϕ(q)

∑
χ mod q

χ(a)ψχ(x).

We compute that

|ψχ0
(x)− ψ(x)| ≤

∑
n≤x,

(n,q)>1

Λ(n)� log(x) log(q).

By the prime number theorem we get that

ψ(x; a, q) =
x

ϕ(q)
+

1

ϕ(q)

∑
χ 6=χ0

χ(a)ψχ(x) +O(
x

ϕ(q)
exp(−c

√
log(x)) + log(qx)2).
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By Landau’s theorem there is at most one exceptional character modulo q (The-
orem 11), which we denote by χ1. Let β be the corresponding exceptional zero.
We obtain∑
χ 6=χ0

χ(a)ψχ(x) = χ1(a)
xβ

β
+
∑
χ 6=χ0

∑
ρ∈N (χ),
|=(ρ)|<T,
ρ6=β,β−1

χ(a)
xρ

ρ
+O(ϕ(q)(xT−1 log(qx)2+x

1
4 ).

The remaining sum over the zeros can be estimated with Lemma 26 and The-
orem 10 as in the proof of the prime number theorem above. All together we
find

ψ(x; a, q) =
x

ϕ(q)
− χ1(a)xβ

ϕ(q)β
+O

(
1

ϕ(q)
exp(−c

√
log(x)) + xT−1 log(qx)2

+ x
1
4 + x log(qx)2 exp(−c1

log(x)

log(qT )
)

)
.

If q ≤ exp(C
√

log(x)), then we choose T = exp(C
√

log(x)) and get

ψ(x; a, q) =
x

ϕ(q)
− χ1(a)xβ

ϕ(q)β
+O(xe−C1

√
log(x)). (45)

Using Siegel’s theorem (Theorem 12) we get

xβ ≤ x exp(−C1(ε) log(x)q−ε).

Thus, for q ≤ log(x)A the term χ1(a)xβ

ϕ(q)β can be absorbed into the error term by

after adjusting the constant C1 in the exponential appropriately.

Theorem 27 (Page). Let C > 0 and x ≥ 10 be given. Then there is C1 = C1(C)
and q1 = q1(x) such that for all q with q1 - q and q ≤ exp(C

√
log(x)) we have

ψ(x; q, a) =
x

ϕ(q)
+O(x exp(−C

√
log(x))),

as long as (a, q) = 1.

Proof. We start from (45) and only need to deal with the contribution of β.
To do so we set Q = exp(C

√
log(x)). By Corollary 3 there is at most one

exceptional modulus q1 ≤ Q with exceptional character χ1 and exceptional zero
β1. All other L-series with exceptional zero belong to characters modulo q with
q1 | q. For all other q we can estimate

β ≤ 1− c

log(Q)
= 1− c

C
√

log(x)
.

Inserting this estimate above completes the proof.

Theorem 28 (Gallagher). Let q be a good modulus. Then, for (a, q) = 1,
x ≥ qD and x

2 ≤ h ≤ x with log(q) ≥ D ≥ D0, we have17

π(x+ h, q, a)− π(x, q, a) =
li(x+ h)− li(x)

ϕ(x)

(
1 +O(e−cD + e−

√
log(x))

)
.

17The constant D0 as well as the implicit constant only depend upon the constant in the
definition of the term good modulus.
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Proof. By (44) we get

ψχ(x) = −
∑

ρ∈N (χ),
|=(ρ)|<T

xρ

ρ
+O(

x log(x)2

T
).

for a non-exceptional character χ with conductor 1 < k ≤ Q. We compute

(x+ h)ρ

ρ
− xρ

ρ
=

∫ x+h

x

yρ−1dy � hxβ−1.

Assume x
Q ≤ h ≤ x and exp(log(x)

1
2 ) ≤ Q ≤ xb for the moment. Thus log(x) ≤

log(Q)2 and x ≤ hQ. After treating the contribution of pl with l > 1 trivially
we get ∑

x<p≤x+h

χ(p) log(p)� h

(∑
xβ−1 +

Q2

T

)
.

Summing this over 1 < k ≤ q and all primitive characters modulo k different
from the possible exceptional character χe yields

∑
2≤k≤Q

∑
χ mod k,
χ 6=χe

∗

∣∣∣∣∣∣
∑

x<p≤x+h

χ(p) log(p)

∣∣∣∣∣∣� h

 ∑
2≤k≤Q

∑
χ mod k,
χ6=χe

∗∑
xβ−1 +

Q4

T

 .

WriteN(σ, T,Q) for
∑

1≤k≤Q
∑
χ mod k

∗
N(σ, T ) andN ′(σ, T,Q) = N(σ, T,Q)−

Nχe(σ, T ). Then we have

∑
2≤k≤Q

∗∑
χ mod k

∑
xβ−1 ≤ −

∫ 1

0

xσ−1dN ′(σ, T,Q)

=

∫ 1

0

xσ−1 log(x)N ′(σ, T,Q)dσ + x−1N(0, T,Q).

We put η(T ) = − c1
log(T ) and assume T c ≤ x

1
2 and apply Theorem 22. This

yields∫ 1

0

xσ−1 log(x)N ′(σ, T,Q)dσ + x−1N(0, T,Q)�
∫ 1−η(T )

0

xσ−1 log(x)N(σ, T,Q)dσ + x−
1
2

�
∫ 1−η(T )

0

x
1
2 (σ−1) log(x)dσ + x−

1
2

� x−
1
2η(T ).

Choosing T = Q5 yields

∑
2≤k≤Q

∑
χ mod k,
χ 6=χe

∗

∣∣∣∣∣∣
∑

x<p≤x+h

χ(p) log(p)

∣∣∣∣∣∣� h

(
exp(−c′ log(x)

log(Q)
) +Q−1

)
� h exp(−c′′ log(x)

log(Q)
),

since log(x) ≤ log(Q)2.
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We write∑
x<p≤x+h,
p≡a mod q

log(p) =
1

ϕ(q)

∑
χ mod q

χ(a)−1
∑

x<p≤x+h

χ(p) log(p)

=
ψ(x+ h)− ψ(x)

ϕ(q)
+
∑

16=f |q

∑
χ mod f

∗ ∑
x<p≤x+h

χ(p) log(p).

The result is now easy to derive. We uses a suitable version of the prime number

theorem to deal with ψ(x+h)−ψ(x)
ϕ(q) . Since q ≤ Q = x

1
D is a good modulus we

can estimate∣∣∣∣∣∣
∑

16=f |q

∑
χ mod f

∗
χ(a)−1

∑
x<p≤x+h

χ(p) log(p)

∣∣∣∣∣∣ ≤
∑

2≤k≤Q

∑
χ mod k,
χ 6=χe

∗

∣∣∣∣∣∣
∑

x<p≤x+h

χ(p) log(p)

∣∣∣∣∣∣
� exp(−c′′ log(x)

log(Q)
) = exp(−c′′D).

The statement follows by partial summation.

Remark 6. The previous theorem can be modified to work for arbitrary moduli
by using the exceptional-zero-repulsion phenomenon one can even improve the
error in the presence of an exceptional zero.

Theorem 29. Let Φ(x) = log(x)λ0 with λ0 > 1. Then

lim sup
x→∞

π(x+ Φ(x))− π(x)

φ(x)/ log(x)
> 1 and lim inf

x→∞

π(x+ Φ(x))− π(x)

φ(x)/ log(x)
< 1.

For the range 1 < λ0 < eγ we even have

lim sup
x→∞

π(x+ Φ(x))− π(x)

φ(x)/ log(x)
≥ eγ

λ0
,

where γ is Euler’s constant.

Proof. We fix D ≥ D0 depending only on ε > 0 appearing later. Further we
consider z →∞ through the set

GD = {z ≥ ecD : P (z) is a good mdulus }.

Finally we choose U = U(z) ≤ P (z).
We define the matrix M = (ars) with ars = s + rP (z) for 1 ≤ s ≤ U and

P (z)D−1 < r ≤ 2P (z)D−1. Let π(M) be the number of primes contained in the
matrix. Note that only columns with (s, P (z)) = 1 can contain primes. Such
columns are called admissible. Note that the rows of M are intervals of length
U , while the columns are arithmetic progressions with modulus P (z).

The number of admissible columns is Φ(U, z). In each admissible column we
apply Theorem 28 with q = P (z), x = P (z)D + s and h = P (z)D. This yields
the estimate

π(M) = Φ(U, z) · P (z)D

ϕ(P (z)) log(P (z)D)

(
1 +O

(
e−cD

))
= U · Φ(U, z)

UW (z)
· P (z)D−1

log(P (z)D)

(
1 +O

(
e−cD

))
. (46)
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Note that by construction all the requirements of Theorem 28 are satisfied and

e−
√

log(x) � ecD.
By Lemma 13 we can pick λ1 > λ0 such that w(λ1) > e−γ . We put U = zλ1

and observe that by (46) and Lemma 14 there must be a row R of M with at
least

eγw(λ1) · U

log(P (z)D)

(
1 +O

(
e−cD

))
primes. Further put l0 = log(P (z)d)λ0 and K0 = bUl0 c+1. We divide the interval
given by the row R in K0 subintervals of length l0 + o(l0). At least one of these
subintervals, say (a, b], contains at least

eγw(λ1) · U

K0 log(P (z)D)

(
1 +O

(
e−cD

))
.

We put x = a, so that (a, b] ⊂ (x, x + Φ(x)]. The latter integral is now con-
structed such that it contains at least

eγw(λ1) · Φ(x)

log(x)

(
1 +O

(
e−cD

))
primes. This gives the first part as well as the final part of the theorem.

The lim inf-part is very similar. Here we choose λ2 > λ0 such that w(λ2) <
e−γ and put U = zλ2 . It is left as an exercise to adapt the rest of the proof.

Exercise 11. The Riemann hypothesis is the deep conjecture that all non-
trivial zeros ρ of ζ(s) satisfy <(ρ) = 1

2 . What can be said about the error
term in the prime number theory under assumption of the Riemann hypothesis?
What can you say about primes in short intervals under the assumption of the
Riemann hypothesis?
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